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2.2. Neural Network Based Gaze Tracking

The goal of gaze tracking is to determine where a
person is looking from the appearance of their eye.
Numerous attempts have been made to create bet-
ter gaze trackers. The interest in gaze tracking
exists because of the vast number of potential
applications. Two of the most common uses of a
gaze tracker are as an alternative to the mouse as
an input modality [Ware & Mikaelian, 1987] and as
an analysis tool for human-computer interaction
studies [Nodine et. al, 1992].

Viewed in the context of machine vision, successful
gaze tracking requires techniques to handle impre-
cise data, noisy images, and a possibly infinitely
large image set. The most accurate gaze tracking
has come from intrusive systems which either
require the subject to keep their head stable,
through chin rests etc., or systems which require
the user to wear cumbersome equipment, ranging
from special contact lenses to a camera placed on
the user’s head to monitor the eye. The system
described here attempts non-intrusive gaze track-
ing, in which the user is neither required to wear
any special equipment, nor required to keep his
head still.

2. Gaze Tracking

2.1. Standard Gaze Tracking

In standard gaze trackers, the image of the eye is
processed in three basic steps. First, the specular
reflection of a stationary light source is found in the
eye’s image. Second, the pupil’s center is found.
Finally, the relative position of the light’s reflection
and the pupil’s center is calculated. From informa-
tion about their relative positions, the gaze direc-
tion is determined [Figure 1]. In many of the
current gaze tracker systems, the user is required
to remain motionless, or special headgear must be
worn by the user to maintain a constant offset
between the position of the camera and the eye.

One of the primary benefits of the NN based gaze
tracker is that it is non-intrusive; the user is
allowed to move his head freely. In order to account
for the shifts in the relative positions of the camera
and the eye, the eye must be located in each image
frame. In the current system, the eye is located by
searching, in the image of the user’s face, for the
specular reflection of a stationary light. This can
usually be distinguished by a small bright region
surrounded by a very dark region. The reflection’s
location is used to limit the search for the eye in the
next frame. A 15x30 window surrounding the
reflection is extracted; the image of the eye is
located within this window. [Figure 2].

To determine the coordinates of the gaze, the 15x30
window is used as the input to the neural network.
The forward pass is simulated in the NN, and the
coordinates of the gaze are determined by reading
the output units. The output units are organized
with 50 output units for specifying the X coordi-
nate, and 50 units for the Y coordinate [Figure 3].
The gaussian output representation used is similar
to that used in ALVINN [Pomerleau, 1992].

The network is trained by the user moving the cur-
sor with the mouse around the screen, while visu-
ally tracking the cursor. The image of the eye is
digitized, and paired with the (X,Y) coordinates 
the cursor. A total of 1500 image/position pairs are
gathered. The network is trained for approximately
200 epochs, using standard back propagation.

3. Results

The current system works at 10 hz.. The best accu-
racy we have achieved is 1.5 degrees with the free-
dom of head movement up to 30cm.. Although we
have not yet matched the best gaze tracking sys-
tems, which have achieved approximately 0.75
degree accuracy, our system is non-intrusive, and
does not require the expensive hardware which
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many other systems require. Figure 4 shows how
our system compares with a commercial gaze-
tracking system, the ISCAN.

4. Future Directions

One of the largest problems in existing eye trackers
is the inability to handle user motion. To address
the problem of user motion, a mobile camera could
be used. To control the camera, another neural net-
work can be trained to keep the user’s face in the
center of the image. An extension of this idea is to
use a neural network to find the eye in the image of
the face. Currently, the heuristic used to find the
eye in the image of the face is to locate a bright spot
surrounded by dark regions. However, neural net-
works have been applied to facial feature tracking
[Hutchinson, 1990] [Debenham, 1991] and this
technology may help here. Another extension of the
idea of facial tracking is using extra inputs units to
represent the head position. Finally, for increased
accuracy, a higher resolution image of the eye may
yield improved results. The current resolution is
only 15x30 gray-scale pixels. Increasing the resolu-
tion may, however, decrease the speed of the gaze
tracker.

In order to rapidly train the neural network to new
users, one method may be to use a multiple net-
work architecture, as was used in the MANIAC
autonomous road following system [Jochem, 1993].
In this system, several smaller "expert" networks
were trained on different road types, ie. one lane,
two lane etc.. An arbitrating network, which
resided "on top" of the smaller networks, is used to
select which of the expert networks is yielding the
best response to the current road. In a similar man-
ner, expert networks can be trained on several dif-
ferent people, with retraining only having to
change the weights in the arbitrating network.
Arbitration between networks could also be con-
structed through the use of metrics which estimate
the output reliability [Pomerleau, 1993]. A benefit
of the expert network approach is that each of the
expert networks can be trained independently of
the 6thers.

This flexibility of head position makes the connec-
tionist gaze tracker much less intrusive than exist-
ing systems. We would like to test the viability of
replacing the mouse with the connectionist gaze
tracker. Other potential uses for the system, which
we will be tested in the future, include helping dis-
abled people interact with their environment, and

as a tool for data collection in human-computer
interaction experiments.
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Figure 1. Relative position of specular reflection and pupil.

Figure 2. The 15x30 window extracted from the image of the
user’s face.
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Figure 4. NN gaze tracker vs. ISCAN.

156




