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Abstract

In recent years, perceptual interfaces have emerged as an increasingly important
research direction. The general focus of this area is to integrate multiple perceptual
modalities (such as computer vision, speech and sound processing, and haptic I/O)
into the user interface. Broadly defined, perceptual interfaces are highly interac-
tive, multimodal interfaces that enable rich, natural, and efficient interaction with
computers. More specifically, perceptual interfaces seek to leverage sensing (input)
and rendering (output) technologies in order to provide interactions not feasible
with standard interfaces and the common triumvirate of I/O devices: the keyboard,
mouse and monitor.

In this report, we seek to communicate the motivations and goals of percep-
tual interfaces, to enumerate the relevant technologies, to discuss the integration
of multiple modalities, and to describe in more detail the role of computer vision
in human-computer interaction. We cover vision problems, constraints, and ap-
proaches that are apropos to the area, survey the state of the art in computer vision
research and multi-modal interfaces, and take a look at other perceptual technolo-
gies such as brain-computer interfaces. We focus on their application to perceptual
interfaces, describe several near-term applications, and suggest promising research
directions.

Contents

1 PERCEPTUAL INTERFACES 1

1.1 Introduction 1
1.2 Perceptual Interfaces and HCI 2
1.3 Multimodal Interfaces 6
1.4 Vision Based Interfaces 11

1.4.1 Terminology 14
1.4.2 Elements of VBI 15
1.4.3 Computer Vision Methods for VBI 23
1.4.4 VBI Summary 30

1.5 Brain-Computer Interfaces 30
1.6 Summary 32

BIBLIOGRAPHY 35

i



“PerceptualInterfaces” — 2004/3/1 — 13:28 — page ii — #3



“PerceptualInterfaces” — 2004/3/1 — 13:28 — page 1 — #4

Chapter 1

PERCEPTUAL INTERFACES

A keyboard! How quaint.

— Scotty, in the film Star Trek IV: The Voyage Home (1986)

1.1 Introduction

Computer vision research has traditionally been motivated by a few main areas of applica-
tion. The most prominent of these include biological vision modeling, robot navigation and
manipulation, surveillance, medical imaging, and various inspection, detection, and recogni-
tion tasks. In recent years, a new area, often referred to as perceptual interfaces, has emerged
to motivate an increasingly large amount of research within the machine vision community.
The general focus of this effort is to integrate multiple perceptual modalities (such as com-
puter vision, speech and sound processing, and haptic I/O) into the user interface. For
computer vision technology in particular, the primary aim is to use vision as an effective
input modality in human-computer interaction. Broadly defined, perceptual interfaces are
highly interactive, multimodal interfaces that enable rich, natural, and efficient interaction
with computers. More specifically, perceptual interfaces seek to leverage sensing (input) and
rendering (output) technologies in order to provide interactions not feasible with standard
interfaces and the common triumvirate of I/O devices: the keyboard, mouse and monitor.

The motivation behind perceptual interfaces is twofold: (1) the changing nature of com-
puters and (2) the desire for a more powerful, compelling user experience than what has been
available with graphical user interfaces (GUI) and the associated WIMP (windows, icons,
menus, pointing devices) implementations. As computers evolve away from their recent
past—desktop machines used primarily for word processing, spreadsheet manipulation, and
information browsing—and move toward new environments with a plethora of computing
form factors, uses, and interaction scenarios, the desktop metaphor will become less relevant
and more cumbersome. Keyboard-based alphanumeric input and mouse-based 2D pointing
and selection can be very limiting, and in some cases awkward and inefficient, modes of in-
teraction. Neither mouse nor keyboard, for example, is very appropriate for communicating
3D information or the subtleties of human emotions.

Moore’s Law has driven computer hardware over the decades, increasing performance
(measured in various ways) exponentially. This observation predicts an improvement in
chip density in five years by a factor of ten; in ten years by a factor of one hundred; and in
twenty years by a factor of ten thousand. Unfortunately, human capacity does not grow at
such a rate (if at all) so there is a serious problem in scaling human-computer interaction as
machines evolve. It is unlikely that a user interface paradigm developed at an early point
in the Moore’s Law curve will continue to be appropriate much later on.

New computing scenarios, such as in automobiles and other mobile environments, rule
out many traditional approaches to user interaction. Computing is becoming something
that permeates daily life, rather than something people do only at distinct times and places.
In order to accommodate a wider range of scenarios, tasks, users, and preferences, interfaces
must become more natural, intuitive, adaptive, and unobtrusive. These are primary goals
of research in perceptual interfaces.

We will certainly need new and different interaction techniques in a world of small,
powerful, connected, ubiquitous computing. Since small, powerful, connected sensing and
display technologies should be available, there has been increased interest in building inter-
faces that use these technologies to leverage the natural human capabilities to communicate
via speech, gesture, expression, touch, etc. While these are unlikely to completely replace
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tradition desktop and GUI-based interfaces, they will complement existing interaction styles
and enable new functionality not otherwise possible or convenient.

In this chapter, we seek to communicate the motivations and goals of perceptual inter-
faces, to enumerate the relevant technologies, to discuss the integration of multiple modali-
ties, and to describe in more detail the role of computer vision in human-computer interac-
tion. We cover vision problems, constraints, and approaches that are apropos to the area,
survey the state of the art in computer vision research applied to perceptual interfaces,
describe several near-term applications, and suggest promising research directions.

1.2 Perceptual Interfaces and HCI

Human-computer interaction (HCI) is the study of people, computer technology, and the
ways these influence each other. In practice, HCI involves the design, evaluation, and im-
plementation of interactive computing systems for human use. The discipline has its early
roots in studies of human performance in manufacturing industries. Human factors, or er-
gonomics, originally attempted to maximize worker productivity by designing equipment
to reduce operator fatigue and discomfort. With the arrival of computers and their spread
into the workforce, many human factors researchers began to specialize in the various is-
sues surrounding the use of computers by people. Human-computer interaction is now a
very broad interdisciplinary field involving computer scientists, psychologists, cognitive sci-
entists, human factors researchers, and many other disciplines, and it involves the design,
implementation, and evaluation of interactive computer systems in the context of the work
or tasks in which a user is engaged [30].

As one element of human-computer interaction, the user interface is typically considered
as the portion of a computer program with which the user interacts; i.e., the point of contact
between the human and the computer. Shneiderman [124] describes five human factors
objectives that should guide designers and evaluators of user interfaces:

1. Time to learn
2. Speed of performance
3. Rate of errors by users
4. Retention over time
5. Subjective satisfaction

Shneiderman also identifies the accommodation of human diversity as a major goal and
challenge in the design of interactive systems, citing the remarkable diversity of human
abilities, backgrounds, motivations, personalities, and work styles of users. People have a
range of perceptual, cognitive, and motor abilities and limitations. In addition, different
cultures produce different perspectives and styles of interaction, a significant issue in today’s
international markets. Users with various kinds of disabilities, elderly users, and children
all have distinct preferences or requirements to enable a positive user experience.

In addition to human factors considerations for human-computer interaction in the con-
text of typical workplace and consumer uses of computers, the cutting-edge uses of computer
technology in virtual and augmented reality systems, wearable computers, ubiquitous com-
puting environments, and other such scenarios demands a fresh view of usability and user
interface design. Theoretical and experimental advances (such as the concept of Fitts’ Law
[39]) have to be translated into new arenas, which also require new analyses of usability.
Despite the apparent ubiquity of graphical user interfaces, they are not the answer to all
interactive system needs.

Historically, a few major user interface paradigms have dominated computing. Table
1.1 describes one view of the evolution of user interfaces. In the early days of computing,
there was no real model of interaction—data was entered into the computer via switches or
punched cards and the output was produced (some time later) via punched cards or lights.
The second phase began with the arrival of command-line interfaces in perhaps the early
1960s, first using teletype terminals and later with electronic keyboards and text-based mon-
itors. This “typewriter” model—where the user types a command (with appropriate param-
eters) to the computer, hits carriage return, and gets typed output from the computer—was
spurred on by the development of timesharing systems, and continued with the popular
Unix and DOS operating systems.
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When Implementation Paradigm

1950s Switches, punch cards, lights None

1970s Command-line interface Typewriter

1980s WIMP-based graphical user interface Desktop

2000s Perceptual interfaces Natural interaction

Table 1.1. The evolution of user interface paradigms

In the 1970s and 1980s, the graphical user interface and its associated desktop metaphor
arrived, often described by the acronym WIMP (windows, icons, menus, and a pointing
device). For over two decades, graphical interfaces have dominated both the marketplace
and HCI research, and for good reason: WIMP-based GUIs have provided a standard set
of direct manipulation techniques that largely rely on recognition rather than recall. That
is, GUI-based commands can typically be easily found and do not have to be remembered
or memorized. Direct manipulation is appealing to novice users, it is easy to remember for
occasional users, and it can be fast and efficient for frequent users [124]. Direct manipulation
interfaces, in general, allow easy learning and retention, encourage exploration (especially
with “Undo” commands) and the can give users a sense of accomplishment and responsibility
for the sequence of actions leading to the completion of a task or subtask. The direct
manipulation style of interaction with graphical user interfaces has been a good match with
the office productivity and information access applications that have been the “killer apps”
of computing to date.

However, as computing changes in terms of physical size and capacity, usage, and ubiq-
uity, the obvious question arises: What is the next major generation in the evolution of
user interfaces? Is there a paradigm (and its associated technology) that will displace GUI
and become the dominant user interface model? Or will computer interfaces fragment into
different models for different tasks and contexts? There is no shortage of HCI research areas
billed as “advanced” or “future” interfaces—these include various flavors of immersive envi-
ronments (virtual, augmented, and mixed reality), 3D interfaces, tangible interfaces, haptic
interfaces, affective computing, ubiquitous computing, and multimodal interfaces. These are
collectively called “post-WIMP” interfaces by van Dam [138], a general phrase describing
interaction techniques not dependent on classical 2D widgets such as menus and icons.

The (admittedly grandiose) claim of this chapter is that the next dominant, long-lasting
HCI paradigm is what many people refer to as perceptual interfaces:

Perceptual User Interfaces (PUIs) are characterized by interaction techniques
that combine an understanding of natural human capabilities (particularly com-
munication, motor, cognitive, and perceptual skills) with computer I/O devices
and machine perception and reasoning. They seek to make the user interface
more natural and compelling by taking advantage of the ways in which people
naturally interact with each other and with the world—both verbal and non-
verbal communications. Devices and sensors should be transparent and passive
if possible, and machines should both perceive relevant human communication
channels and generate output that is naturally understood. This is expected to
require integration at multiple levels of technologies such as speech and sound
recognition and generation, computer vision, graphical animation and visual-
ization, language understanding, touch-based sensing and feedback (haptics),
learning, user modeling, and dialog management. (Turk and Robertson [136])

There are two key features of perceptual interfaces. First, they are highly interactive.
Unlike traditional passive interfaces that wait for users to enter commands before taking any
action, perceptual interfaces actively sense and perceive the world and take actions based
on goals and knowledge at various levels. (Ideally, this is an “active” interface that uses
“passive,” or non-intrusive, sensing.) Second, they are multimodal, making use of multiple
perceptual modalities (e.g., sight, hearing, touch) in both directions: from the computer to
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the user, and from the user to the computer. Perceptual interfaces move beyond the limited
modalities and channels available with a keyboard, mouse, and monitor, to take advantage
of a wider range of modalities, either sequentially or in parallel.

Perceptual UI

Computer Human

Visualization

Perception

Multimodal

Figure 1.1. Information flow in perceptual interfaces.

The concept of perceptual interfaces is closely related to multimodal, multimedia, and
recognition-based interfaces, as depicted in Fig. 1.1. Multimodal interfaces tend to focus on
the input direction (input to the computer) and are most often extensions to current GUI
and language based interfaces. Multimedia interfaces describe the presentation of various
media to users, along with some (again, GUI-based) interaction techniques to control and
query the media sources. Interfaces based on individual recognition technologies (such as
speech, vision, pen-gesture) focus on the individual recognition technologies, with little
integration across modalities. Although each of these classes has significant overlap with
the idea of perceptual interfaces, none of them provides a clear conceptual model, or an
overarching interaction paradigm, to the user.

The general model for perceptual interfaces is that of human-to-human communication.
While this is not universally accepted in the HCI community as the ultimate interface model
(e.g., see [121, 122, 123]), there are several practical and intuitive reasons why it makes sense
to pursue this goal. Human interaction is natural and in many ways effortless; beyond an
early age, people do not need to learn special techniques or commands to communicate with
one another. There is a richness in human communication via verbal, visual, and haptic
modalities, underscored by shared social conventions, shared knowledge, the ability to adapt
and to model the other person’s point of view, that is very different from current computer
interfaces, which essentially implement a precise command-and-control interaction style.
Figure 1.2 depicts natural interaction between people and, similarly, between humans and
computers. Perceptual interfaces can potentially effect improvements in the human factors
objectives mentioned earlier in the section, as they can be easy to learn and efficient to use,
they can reduce error rates by giving users multiple and redundant ways to communicate,
and they can be very satisfying and compelling for users.

People are adaptive in their interactions. Despite an abundance of ambiguity in natu-
ral language, people routinely pursue directions in conversation intended to disambiguate
the content of the message. We do the same task in multiple ways, depending on the cir-
cumstances of the moment. A computer system that can respond to different modalities
or interaction methods depending on the context would allow someone to perform a given
task with ease whether he or she is in the office, in the car, or walking along a noisy street.
Systems that are aware of the user and his or her activities can make appropriate decisions
on how and when to best present information.

A number of studies by Reeves and Nass and their colleagues [96, 109, 95] provide com-
pelling evidence that human interaction with computers and other communication tech-
nologies is fundamentally social and natural. These studies have produced similar (though
typically reduced) social effects in human-computer interaction as are found in person to
person interactions. The general approach to this work has been to choose a social science
finding regarding people’s behaviors or attitudes, and to determine if the relevant social rule
still applies (and to what magnitude) when one of the roles is filled by a computer rather
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Figure 1.2. Models of interaction: human-human interaction and perceptual human-
computer interaction.

than a human. For example, will users apply do norms of politeness or gender stereotypes to
computers? In general, which social rules will people apply to computers, and how powerful
are these rules?

Such studies have found that social responses are automatic and unconscious, and can
be elicited by basic cues. People show social responses to cues regarding manners and
politeness, personality, emotion, gender, trust, ethics, and other social concepts. Much of
the research in “social interfaces” has focused on embodied conversational agents, or lifelike
characters, that use speech and language processing to communicate with a human user
[4, 3, 16, 1]. Although the application of these findings is not simple and straightforward,
there are implications for future HCI technologies, and perceptual interfaces in particular.
An interface that perceives, reasons, and acts in a social manner—even imperfectly—is not
too far removed from people’s current conceptual models of the technology.

Despite technical advances in speech recognition, speech synthesis, computer vision, and
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artificial intelligence, computers are still, by and large, deaf, dumb, and blind. Many have
noted the irony of public restrooms that are “smarter” than computers because they can
sense when people come and go, and act appropriately, while a computer may wait all night
for a user (who has gone home for the evening) to respond to the dialog that asks “Are you
sure you want to do this?” While general purpose machine intelligence is still a difficult and
elusive goal, our belief is that much can be gained by pursuing an agenda of technologies
to support the human-to-human model of interaction. Even if the Holy Grail of perceptual
interfaces is far in the future, the near-term benefits may be transformational, as component
technologies and integration techniques mature and provide new tools to improve the ways
in which people interact with technology.

In addition to the general goal of interfaces that better match human capabilities and
provide a more natural and compelling user experience, there are immediate application
areas that are ripe for early perceptual interface technologies. The computer game industry
is particularlly compelling, as it is large and its population of users tend to be early adopters
of new technologies. Game interfaces that can perceive the user’s identity, body movement,
and speech, for example, are likely to become very popular. Another group of people who
may have a lot to gain from early perceptual interfaces are users with physical disabilities.
Interfaces that are more adaptable and flexible, and not limited to particular ways of moving
a mouse or typing keys, will provide a significant benefit to this community.

Several other areas—such as entertainment, personal robotics, multimedia learning, and
biometrics—would clearly seem to benefit from initial advances in perceptual interfaces.
Eventually, the applications of technologies and sense, perceive, understand, and respond
appropriately to human behavior appear to be unlimited.

What is necessary in order to bring about this vision of perceptual interfaces? A better
understanding of human capabilities, limitations, and preferences in interaction is important,
including physical, social, and cognitive aspects. Advances in several technical areas, some
quite old and some relatively new, are also vital. Speech understanding and generation (i.e.,
speech recognition, natural language processing, speech synthesis, discourse modeling, and
dialogue management) are vital to leverage the natural modality of spoken language, as well
as other sound recognition and synthesis tools (e.g., in addition to words, systems should
recognize a sneeze, a cough, a loud plane passing overhead, a general noisy environment,
etc.). Computer graphics and information visualization are important to provide richer
ways of communicating to users. Affective computing [105] may be vital to understand
and generate natural interaction, especially subtle cues to aspects of humor and irony, and
appropriate context-dependent displays of emotion (or lack thereof). Haptic and tangible
interfaces (e.g., [7, 57]) which leverage physical aspects of interaction may also be important
in building truly perceptual interfaces. User and task modeling (e.g., [52, 53]) is key to
understanding the whole context of interaction.

Computer vision is also a vital element of perceptual interfaces. Whether alone or in
conjunction with other perceptual modalities, visual information provides useful and impor-
tant cues to interaction. The presence, location, and posture of a user may be important
contextual information; a gesture or facial expression may be a key signal; the direction of
gaze may disambiguate the object referred to in language as “this” or “that thing.” The
next section of the chapter describes the scope of computer vision research and development
as it relates to this area of perceptual interfaces.

In addition to advances in individual component areas, the integration of multiple
modalities is of fundamental importance in perceptual interfaces. Both lower-level fusion
techniques and higher-level integration frameworks will be necessary to build interactive,
multimodal interfaces that provide a compelling, natural user experience.

1.3 Multimodal Interfaces

A multimodal interface is a system that combines two or more input modalities in a coor-
dinated manner. Perceptual interfaces are inherently multimodal. In this section, we define
more precisely what we mean by modes and channels, and discuss research in multimodal
interfaces and how this relates to the more general concept of perceptual interfaces.

Humans interact with the world by way of information being sent and received, pri-
marily through the five major senses of sight, hearing, touch, taste, and smell. A modality
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(informally, a mode) refers to a particular sense. A communication channel is a course
or pathway through which information is transmitted. In typical HCI usage, a channel de-
scribes the interaction technique that utilizes a particular combination of user and computer
communication—i.e., the user output/computer input pair or the computer output/user in-
put pair1. This can be based on a particular device, such as the keyboard channel or the
mouse channel, or on a particular action, such as spoken language, written language, or
dynamic gestures. In this view, the following are all channels: text (which may use multiple
modalities when typing in text or reading text on a monitor), sound, speech recognition,
images/video, and mouse pointing and clicking.

Unfortunately, there is some ambiguity in the use of the word mode in HCI circles, as
sometimes it is used to mean “modality” and at other times it means “channel.” So are
multimodal interfaces “multi-modality” or “multi-channel?” Certainly every command line
interface uses multiple modalities, as sight and touch (and sometimes sound) are vital to
these systems. The same is true for graphical user interfaces, which in addition use multiple
channels of keyboard text entry, mouse pointing and clicking, sound, images, etc.

What then distinguishes multimodal interfaces from other HCI technologies? As a
research field, multimodal interfaces focus on integrating sensor recognition-based input
technologies such as speech recognition, pen gesture recognition, and computer vision, into
the user interface. The function of each technology is better thought of as a channel than
as a sensing modality; hence, in our view, a multimodal interface is one that uses multiple
modalities to implement multiple channels of communication. Using multiple modalities to
produce a single interface channel (e.g., vision and sound to produce 3D user location) is
multisensor fusion, not a multimodal interface. Similarly, using a single modality to produce
multiple channels (e.g., a left-hand mouse to navigate and a right-hand mouse to select) is
a multichannel (or multi-device) interface, not a multimodal interface.

An early prototypical multimodal interfaces was the “Put That There” prototype sys-
tem demonstrated at MIT in the early 1980s [10]. In this system, the user communicated via
speech and pointing gestures in a “media room.” The gestures served to disambiguate the
speech (Which object does the word “this” refer to? What location is meant by “there?”)
and effected other direct interactions with the system. More recently, the QuickSet archi-
tecture [18] is a good example of a multimodal system using speech and pen-based gesture
to interact with map-based and 3D visualization systems. QuickSet is a wireless, handheld,
agent-based, collaborative multimodal system for interacting with distributed applications.
The system analyzes continuous speech and pen gesture in real time and produces a joint
semantic interpretation using a statistical unification-based approach. The system supports
unimodal speech or gesture as well as multimodal input.

Multimodal systems and architectures vary along several key dimensions or character-
istics, including:

• The number and type of input modalities;
• The number and type of communication channels;
• Ability to use modes in parallel, serially, or both;
• The size and type of recognition vocabularies;
• The methods of sensor and channel integration;
• The kinds of applications supported.

There are many potential advantages of multimodal interfaces, including the following
[101]:

• They permit the flexible use of input modes, including alternation and integrated use.

• They support improved efficiency, especially when manipulating graphical informa-
tion.

• They can support shorter and simpler speech utterances than a speech-only interface,
which results in fewer disfluencies and more robust speech recognition.

• They can support greater precision of spatial information than a speech-only interface,
since pen input can be quite precise.

• They give users alternatives in their interaction techniques.
• They lead to enhanced error avoidance and ease of error resolution.

1Input means to the computer; output means from the computer.
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• They accommodate a wider range of users, tasks, and environmental situations.
• They are adaptable during continuously changing environmental conditions.
• They accommodate individual differences, such as permanent or temporary handicaps.

• They can help prevent overuse of any individual mode during extended computer
usage.

Oviatt and Cohen and their colleagues at the Oregon Health and Science University
(formerly Oregon Graduate Institute) have been at the forefront of multimodal interface
research, building and analyzing multimodal systems over a number of years for a variety
of applications. Oviatt’s “Ten Myths of Multimodal Interaction” [100] are enlightening for
anyone trying to understand the area. We list Oviatt’s myths in italics, with our accompa-
nying comments:

Myth #1. If you build a multimodal system, users will interact multimodally. In fact,
users tend to intermix unimodal and multimodal interactions; multimodal interactions
are often predictable based on the type of action being performed.

Myth #2. Speech and pointing is the dominant multimodal integration pattern. This is
only one of many interaction combinations, comprising perhaps 14all spontaneous
multimodal utterances.

Myth #3. Multimodal input involves simultaneous signals. Multimodal signals often do
not co-occur temporally.

Myth #4. Speech is the primary input mode in any multimodal system that includes it.
Speech is not the exclusive carrier of important content in multimodal systems, nor
does it necessarily have temporal precedence over other input modes.

Myth #5. Multimodal language does not differ linguistically from unimodal language.
Multimodal language is different, and often much simplified, compared with unimodal
language.

Myth #6. Multimodal integration involves redundancy of content between modes. Com-
plementarity of content is probably more significant in multimodal systems than is
redundancy.

Myth #7. Individual error-prone recognition technologies combine multimodally to pro-
duce even greater unreliability. In a flexible multimodal interface, people figure out
how to use the available input modes effectively; in addition, there can be mutual
disambiguation of signals that also contributes to a higher level of robustness.

Myth #8. All users’ multimodal commands are integrated in a uniform way. Different
users may have different dominant integration patterns.

Myth #9. Different input modes are capable of transmitting comparable content. Different
modes vary in the type and content of their information, their functionality, the ways
they are integrated, and in their suitability for multimodal integration.

Myth #10. Enhanced efficiency is the main advantage of multimodal systems. While
multimodal systems may increase efficiency, this may not always be the case. The
advantages may reside elsewhere, such as decreased errors, increased flexibility, or
increased user satisfaction.

A technical key to multimodal interfaces is the specific integration levels and technique(s)
used. Integration of multiple sources of information is generally characterized as “early,”
“late,” or somewhere in between. In early integration (or “feature fusion”), the raw data
from multiple sources (or data that has been processed somewhat, perhaps into component
features) are combined and recognition or classification proceeds in the multidimensional
space. In late integration (or “semantic fusion”), individual sensor channels are processed
through some level of classification before the results are integrated. Figure 1.3 shows a
view of these alternatives. In practice, integration schemes may combine elements of early
and late integration, or even do both in parallel.

There are advantages to using late, semantic integration of multiple modalities in multi-
modal systems. For example, the input types can be recognized independently, and therefore
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Figure 1.3. (a) Early integration, fusion at the feature level. (b) Late integration, fusion
at the semantic level.

do not have to occur simultaneously. The training requirements are smaller, O(2N) for two
separately trained modes as opposed to O(N 2) for two modes trained together. The soft-
ware development process is also simpler in the late integration case, as exemplified by the
QuickSet architecture [148]. Quickset uses temporal and semantic filtering, unification as
the fundamental integration technique, and a statistical ranking to decide among multiple
consistent interpretations.

Multimodal interface systems have used a number of non-traditional modes and tech-
nologies. Some of the most common are the following:

• Speech recognition

Speech recognition has a long history of research and commercial deployment, and
has been a popular component of multimodal systems for obvious reasons. Speech is
a very important and flexible communication modality for humans, and is much more
natural than typing or any other way of expressing particular words, phrases, and
longer utterances. Despite the decades of research in speech recognition and over a
decade of commercially available speech recognition products, the technology is still
far from perfect, due to the size, complexity, and subtlety of language, the limitations
of microphone technology, the plethora of disfluencies in natural speech, and problems
of noisy environments. Systems using speech recognition have to be able to recover
from the inevitable errors produced by the system.

• Language understanding

Natural language processing attempts to model and understand human language,
whether spoken or written. In multimodal interfaces, language understanding may
be hand-in-hand with speech recognition (together forming a “speech understanding”
component), or it may be separate, processing the user’s typed or handwritten in-
put. Typically the more a system incorporates natural language, the more users will
expect sophisticated semantic understanding from the system. Current systems are
unable to deal with completely unconstrained language, but can do quite well with
limited vocabularies and subject matter. Allowing for user feedback to clarify and
disambiguate language input can help language understanding systems significantly.

• Pen-based gesture
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Pen-based gesture has been popular in part because of computer form factors (PDAs
and tablet computers) that include a pen or stylus as a primary input device. Pen
input is particularly useful for deictic (pointing) gestures, defining lines, contours, and
areas, and specially-defined gesture commands (e.g., minimizing a window by drawing
a large “M” on the screen). Pen-based systems are quite useful in mobile computing,
where a small computer can be carried, but a keyboard is impractical.

• Magnetic, inertial, etc. sensors for body tracking

Sturman’s 1991 thesis [131] thoroughly documented the early use of sensors worn on
the hand for input to interactive systems. Magnetic tracking sensors such as the As-
cension Flock of Birds2 product, various instrumented gloves, and sensor- or marker-
based motion capture devices have been used in multimodal interfaces, particularly
in immersive environments (e.g., see [50]).

• Non-speech sound

Non-speech sounds have traditionally been used in HCI to provide signals to the user:
e.g., warnings, alarms, and status information. (Ironically, one of the most useful
sounds for computer users is rather serendipitous: the noise made by many hard
drives that lets a user know that the machine is still computing, rather than hung.)
However, non-speech sound can also be a useful input channel, as sound made by users
can be meaningful events in human-to-human communication—e.g., utterances such
as “uh-huh” used in backchannel communication (communication events that occur
in the background of an interaction, rather than being the main focus), a laugh, a
sigh, or a clapping of hands.

• Haptic input and force feedback

Haptic, or touch-based, input devices measure pressure, velocity, location—essentially
perceiving aspects of a user’s manipulative and explorative manual actions. These can
be integrated into existing devices (e.g., keyboards and mice that know when they
are being touched, and possibly by whom). Or they can exist as standalone devices,
such as the well-known PHANTOM device by SensAble Technologies, Inc.3 (see Fig.
1.4), or the DELTA device by Force Dimension.4 These and most other haptic devices
integrate force feedback and allow the user to experience the “touch and feel” of sim-
ulated artifacts as if they were real. Through the mediator of a hand-held stylus or
probe, haptic exploration can now receive simulated feedback including rigid bound-
aries of virtual objects, soft tissue, and surface texture properties. A tempting goal
is to simulate all haptic experiences and to be able to recreate objects with all their
physical properties in virtual worlds so they can be touched and handled in a natural
way. The tremendous dexterousity of the human hand makes this very difficult. Yet,
astonishing results can already be achieved, for example with the CyberForce device
which can produce forces on each finger and the entire arm. The same company, Im-
mersion Corp.5, also supplies the iDrive, a hybrid of a rotary knob and joystick input
interface to board computers of BMW’s flagship cars. This is the first attempt out-
side the gaming industry to bring haptic and force-feedback interfaces to the general
consumer.

• Computer vision

Computer vision has many advantages as an input modality for multimodal or per-
ceptual interfaces. Visual information is clearly important in human-human commu-
nication, as meaningful information is conveyed through identity, facial expression,
posture, gestures, and other visually observable cues. Sensing and perceiving these
visual cues from video cameras appropriately placed in the environment is the do-
main of computer vision. The following section describes relevant computer vision
technologies in more detail.

2http://www.ascension-tech.com
3http://www.sensable.com
4http://www.forcedimension.com
5http://www.immersion.com
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Figure 1.4. SensAble Technologies, Inc. PHANTOM haptic input/output device
(reprinted with permission).

1.4 Vision Based Interfaces

Vision supports a wide range of human tasks, including recognition, navigation, balance,
reading, and communication. In the context of perceptual interfaces, the primary task of
computer vision (CV) is to detect and recognize meaningful visual cues to communication—
i.e., to “watch the users” and report on their locations, expressions, gestures, etc. While
vision is one of possibly several sources of information about the interaction to be combined
multimodally in a perceptual interface, in this section we focus solely on the vision modality.
Using computer vision to sense and perceive the user in an HCI context is often referred to
as Vision Based Interaction, or Vision Based Interfaces (VBI).

In order to accurately model human interaction, it is necessary to take every observable
behavior into account [69, 68]. The analysis of human movement and gesture coordinated
with speech conversations has a long history in areas such as sociology, communication,
and therapy (e.g., Scheflen and Birdwhistell’s Context Analysis [115]). These analyses,
however, are often quite subjective and ill-suited for computational analysis. VBI aims to
produce precise and real-time analysis that will be useful in a wide range of applications,
from communication to games to automatic annotation of human-human interaction.

There is a range of human activity that has occupied VBI research over the past decade;
Fig. 1.5 shows some of these from the camera’s viewpoint. Key aspects of VBI include the
detection and recognition of the following elements:

• Presence and location – Is someone there? How many people? Where are they (in
2D or 3D)? [Face detection, body detection, head and body tracking]

• Identity – Who are they? [Face recognition, gait recognition]
• Expression – Is a person smiling, frowning, laughing, speaking...? [Facial feature

tracking, expression modeling and analysis]
• Focus of attention – Where is a person looking? [Head/face tracking, eye gaze track-

ing]
• Body posture and movement – What is the overall pose and motion of the person?

[Body modeling and tracking]
• Gesture – What are the semantically meaningful movements of the head, hands, body?

[Gesture recognition, hand tracking]
• Activity – What is the person doing? [Analysis of body movement]

Surveillance and VBI are related areas with different emphases. Surveillance problems
typically require less precise information and are intended not for direct interaction but to
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(a) (b)

(c) (d)

Figure 1.5. Some common visual cues for VBI. (a) User presence and identity. (b) Facial
expression. (c) A simple gesture. (d) A pointing gesture and focus of attention.

record general activity or to flag unusual activity. VBI demands more fine-grained analysis,
where subtle facial expressions or hand gestures can be very important.

These computer vision problems of tracking, modeling and analyzing human activities
are quite difficult. In addition to the difficulties posed in typical computer vision problems
by noise, changes in lighting and pose, and the general ill-posed nature of the problems, VBI
problems add particular difficulties due to the fact that the objects to be modeled, tracked,
and recognized are people, rather than simple, rigid, non-changing widgets. People change
hairstyles, get sunburned, grow facial hair, wear baggy clothing, and in general make life
difficult for computer vision algorithms. Robustness in the face of the variety of human
appearances is a major issue in VBI research.

The main problem that computer vision faces is an overload of information. The human
visual system effortlessly filters out unimportant visual information, attending to relevant
details like fast moving objects, even if they are in the periphery of the visible hemisphere.
But this is a very complex computational task. At the low level in human vision, a great deal
of pre-processing is done in the retina in order to decrease the bandwidth requirements of the
nervous channel into the visual cortex. At the high level, humans leverage a priori knowledge
of the world in ways that are not well understood computationally. For example, a computer
does not simply know that objects under direct sunlight cast sharp shadows. The difficult
question is how to extract only relevant observations from the visual information so that
vision algorithms can concentrate on a manageable amount of work. Researchers frequently
circumvent this problem by making simplifying assumptions about the environment, which
makes it possible to develop working systems and investigate the suitability of computer
vision as a user interface modality.

In recent years, there has been increased interest in developing practical vision-based
interaction methods. The technology is readily available, inexpensive, and fast enough for
most real-time interaction tasks. CPU speed has continually increased following Moore’s
Law, allowing increasingly complex vision algorithms to run at frame rate (30 frames per
second, fps). Figure 1.6 shows a history of available clock cycles per pixel of a VGA-sized
video stream with a top-of-the-line CPU for the PC market over the last 35 years. Higher
processing speeds, as well as the recent boom in digital imaging in the consumer market,
could have far reaching implications for VBI. It is becoming more and more feasible to
process large, high resolution images in near real-time, potentially opening the door for
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Figure 1.6. CPU processing power over the last 35 years. Each “+” data point denotes
the release of the fastest CPU for the PC market from one of the major manufacturers.
Multiple data points per year are shown if one manufacturer released multiple CPUs that
year or competing manufacturers’ CPUs were released that year. The available clock cycles
per pixel per frame of a video stream with 30 full frames per second of size 640x480 pixels
determine the y-value. The “o” data points describe the cost in US $ per MHz CPU speed.

numerous new applications and vision algorithms.
Fast, high-resolution digital image acquisition devices and fast processing power are only

as effective as the link between them. The PC market has just recently seen a revolution in
connector standards. Interface speeds to peripheral devices used to be orders of magnitude
lower than the connection speed between the motherboard and internal devices. This was
largely due to the parallel (32 bit or more) connector structure for internal boards and serial
links to external devices. The introduction of Firewire (also called 1394 and i-Link) in 1995
and more recently USB 2.0 pushed interface speeds for peripheral devices into the same
league as internal interfaces. While other high-speed interfaces for external devices exist
(e.g., ChannelLink), they have not made inroads to the consumer market.

Using computer vision in human-computer interaction can enable interaction that is
difficult or impossible to achieve with other interface modalities. As a picture is worth a
thousand words to a person, a video stream may be worth a thousand words of explanation
to a computer. In some situations, visual interaction is very important to human-human
interaction—hence, people fly thousands of miles to meet face to face. Adding visual inter-
action to computer interfaces, if done well, may help to produce a similarly compelling user
experience.

Entirely unobtrusive interfaces are possible with CV because no special devices must be
worn or carried by the user (although special, easily-tracked objects may be useful in some
contexts). No infrastructure or sensors need to be placed in the interaction space because
cameras can cover a large physical range. In particular, no wires or active transmitters are
required by the user. A camera operates extremely quietly, allowing input to a computer
without disturbing the environment. Also, modern cameras can be very lightweight and
compact, well-suited for mobile applications. Even in environments unsuitable for moving
or exposed parts, cameras can be utilized since a camera can be completely encapsulated in
its housing with a transparent window.

The cost of cameras and their supporting hardware and software has dropped dramati-
cally in recent years, making it feasible to expect a large installed based in the near future.
Software for image and video processing (e.g., for movie and DVD editing) has entered
the consumer market and is frequently pre-installed, bundled with a computer’s operating
system.

The versatility of a camera makes it reasonable and compelling to use as an interface
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device. A camera may be used for several different purposes, sometimes simultaneously.
For example, a single camera, affixed to a person’s head or body, may function as a user
interface device by observing the wearer’s hands [73]; it can videotape important conversa-
tions or other visual memories at the user’s request [58]; it can store and recall the faces of
conversation partners and associate their names [112]; it can be used to track the user’s head
orientation [140, 2]; it can guide a museum visitor by identifying and explaining paintings
[111].

As a particular example of VBI, hand gesture recognition offers many promising ap-
proaches for interaction. Hands can operate without obstructing high-level activities of the
brain such as sentence-forming, thus being a good tool for interface tasks while thinking.
Generating speech, on the other hand, is said to take up general-purpose brain resources,
impeding the thought process [66]. Hands are very dextrous physical tools, and their ca-
pabilities have been quite successfully employed in the HCI context in conjunction with
devices such as the keyboard and mouse. Human motor skills are, in many cases, easily
trained to execute new tasks with high precision and incredible speeds. With the aid of
computer vision, we have the chance to go beyond the range of activities that simple phys-
ical devices can capture and instead to let hands gesture with all their capabilities. The
goal is to leverage the full range of both static hand postures and dynamic gestures in order
to communicate (purposefully or otherwise) and perhaps to command and control. Data
gloves accomplish some of this goal, yet they have an unnatural feel and are cumbersome
to the user.

1.4.1 Terminology

This subsection reviews the essential terminology relevant to vision based interaction. Cur-
rent VBI tasks focus on modeling (and detecting, tracking, recognizing, etc.) one or more
body parts. These parts could be a face, a hand, a facial feature such as an eye, or an
entire body. We will interchangeably call this the object of focus, the feature of attention,
or simply the “body part.”

Determining the presence (or absence) of an object of focus is the problem of detection
and has so far primarily been applied to people detection [43] and face detection [155, 49].
Strictly speaking, the output is binary (“person present” versus “no person present”), but
typically the location of the object is also reported. Object localization is sometimes used to
describe the special case that the presence of an object is assumed and its location is to be
determined at a particular point in time. Registration refers to the problem of aligning an
object model to the observation data, often both object position and orientation (or pose).
Object tracking locates objects and reports their changing pose over time [43].

Although tracking can be considered as a repeated frame-by-frame detection or localiza-
tion of a feature or object, it usually implies more than discontinuous processing. Various
methods improve tracking by explicitly taking temporal continuity into account and using
prediction to limit the space of possible solutions and speed up the processing. One general
approach uses filters to model the object’s temporal progression. This can be as simple
as linear smoothing, which essentially models the object’s inertia. A Kalman filter [63] as-
sumes a Gaussian distribution of the motion process and can thus also model non-constant
movements. The frequently used Extended Kalman Filter (EKF) relieves the necessity of
linearity. Particle filtering methods (or sequential Monte Carlo methods [34], and frequently
called Condensation [55] in the vision community) make no assumptions about the char-
acteristics of underlying probability distributions but instead sample the probability and
build an implicit representation. They can therefore deal with non-Gaussian processes and
also with multi-modal densities (caused by multiple, statistically independent sources) such
as arise from object tracking in front of cluttered backgrounds. In addition to the filter-
ing approach, different algorithms can be used for initialization (detection) and subsequent
tracking. For example, some approaches detect faces with a learning-based approach [139]
and then track with a shape and color based head tracker [8].

Recognition (or identification) involves comparing an input image to a set of models
in a database. A recognition scheme usually determines confidence scores or probabilities
that defines how closely the image data fits each model. Detection is sometimes called
recognition, which makes sense if there are very different classes of objects (faces, cars,
and books) and one of them (faces) must be recognized. A special case of recognition is
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verification or authentication, which judges whether the input data belongs to one particular
identity with very high confidence. An important application of verification is in biometrics,
which has been applied to faces, fingerprints, and gait characteristics [17].

A posture is a static configuration of the human body—for example, sitting and thinking
or holding a coffee cup or pen. Gestures are dynamic motions of the body or body parts,
and can be considered as temporally consecutive sequences of postures. Hand and arm
gestures in particular are covered extensively in the social sciences literature, especially in
conversational and behavioral psychology [36, 69, 86, 87, 108]. As a result, the term gesture
is often used to refer to the semantic interpretation that is associated with a particular
movement of the body (e.g., happiness associated with a smile). We limit our attention in
this chapter to a mostly syntactic view of “gesture” and “gesture recognition,” leaving the
difficult problem of semantic interpretation and context [26, 86] to others.

Facial gestures are more commonly called facial expressions. Detecting and tracking
facial features are typically the first steps of facial expression analysis, although holistic
appearance-based approaches may also be feasible. Subsequent steps try to recognize known
expressions (e.g., via FACS action units [37]) and to infer some meaning from them, such
as the emotional state of the human [6, 9].

The parameter set for a rigid body consists of its location (x, y, z) in 3D space and its
orientation (rx, ry, rz) with respect to a fixed coordinate frame. Deformable objects such
as human faces require many parameters for an accurate description of their form, as do
articulated objects such as human bodies. An object’s appearance describes its color and
brightness properties at every point on its surface. Appearance is caused by texture, surface
structure, lighting, and view direction. Since these attributes are view-dependent, it only
makes sense to talk about appearance from a given viewpoint.

The view sphere is an imaginary sphere around the object or scene of interest. Every
surface point of the sphere defines a different view of the object. When taking perspective
into account, the object’s appearance changes even for different distances, despite a constant
viewing angle. Vision techniques that can detect, track, or recognize an object regardless of
the viewing angle are called view-independent; those that require a certain range of viewing
angles for good performance, for example frontal views for face tracking, are called view-
dependent.

1.4.2 Elements of VBI

VBI techniques apply computer vision to specific body parts and objects of interest. De-
pending on the application and environmental factors, it may be most useful to search for or
track the body as a whole, individual limbs, a single hand, or an artifact such as a colored
stick held by the user. VBI techniques for different body parts and features can complement
and aid each other in a number of ways.

1. Coarse-to-fine hierarchy: Here, in a sequence of trackers which are targeted to suc-
cessively more detailed objects, each stage benefits from the results of the previous
stage by drastically reducing the search space. For example, whole-body detection
limits the search space for face detection. After the face is detected in a scene, the
search for particular facial features such as eyes can be limited to small areas within
the face. After the eyes are identified, one might estimate the eye gaze direction [129].

2. Fine-to-coarse hierarchy: This approach works in the opposite way. From a large
number of cues of potential locations of small features, the most likely location of a
larger object that contains these features is deduced. For example, feature-based face
recognition methods make use of this approach. They first try to identify prominent
features such as eyes, nose, and lips in the image. This may yield many false positives,
but knowledge about the features’ relative locations allows the face to be detected.
Bodies are usually attached to heads at the same location: thus, given the position of
a face, the search for limbs, hands, etc., becomes much more constrained and therefore
simpler [91].

3. Assistance through more knowledge: The more elements in a scene that are modeled,
the easier it is to deal with their interactions. For example, if a head tracking interface
also tracks the hands in the image, although it does not need their locations directly,
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it can account for occlusions of the head by the hands (e.g., [146]). The event is within
its modeled realm, whereas otherwise occlusions would constitute an unanticipated
event, diminishing the robustness of the head tracker.

Face tracking in particular is often considered a good anchor point for other objects
[135, 24], since faces can be fairly reliably detected based on skin color or frontal view
appearance.

Person-level, Whole Body & Limb Tracking

VBI at the person-level has probably produced the most commercial applications to date.
Basic motion sensing is a perfect example how effective VBI can be in a constrained setting:
the scene is entirely stationary, so that frame-to-frame differencing is able to detect moving
objects. Another successful application is in traffic surveillance and control. A number
of manufacturers offer systems that automate or augment the push button for pedestrian
crossings. The effectiveness of this technology was demonstrated in a study [137] that
compared the number of people crossing an intersection during the “Don’t Walk” signal
with and without infrastructure that detected people in the waiting area on the curb or in
the crossing. The study found that in all cases these systems can significantly decrease the
number of dangerous encounters between people and cars.

Motion capture has frequently been used in the film industry to animate characters with
technology from companies such as Adtech, eMotion, Motion Analysis, and Vicon Motion
Systems. In optical motion capture, many IR-reflecting markers are placed on an artist’s
or actor’s body. Typically more than five cameras observe the acting space from different
angles, so that at least two cameras can see each point at any time. This allows for precise
reconstruction of the motion trajectories of the markers in 3D and eventually the exact
motions of the human body. This information is used to drive animated models and can
result in much more natural motions than those generated automatically. Other common
applications of motion capture technology include medical analysis and sports training (e.g.,
to analyze golf swings or tennis serves).

Detecting and tracking people passively using computer vision, without the use of mark-
ers, has been applied to motion detection and other surveillance tasks. In combination with
artificial intelligence, it is also possible to detect unusual behavior, for example in the con-
text of parking lot activity analysis [47]. Some digital cameras installed in classrooms and
auditoriums are capable of following a manually selected person or head through pan-tilt-
zoom image adjustments. Object-based image encoding such as defined in the MPEG-4
standard is an important application of body tracking technologies.

The difficulties of body tracking arise from the many degrees of freedom of the human
body. Adults have 206 bones which are connected by over 230 joints. Ball and socket joints
such as in the shoulder and hip have three degrees of freedom (DOF): They can abduct and
adduct, flex and extend, and rotate around the limb’s longitudinal axis. Hinge joints have
one DOF and are found in the elbow and between the phalanges of hands and feet. Pivot
joints also allow for one DOF; they allow the head as well as radius and ulna to rotate. The
joint type in the knee is called a condylar joint. It has two DOF because it allows for flexion
and extension and for a small amount of rotation. Ellipsoid joints also have two DOF, one
for flexion and extension, the other for abduction and adduction (e.g., the wrist’s main joint
and the metacarpophalangeal joint as depicted in Fig. 1.8). The thumb’s joint is a unique
type, called a saddle joint; in addition to the two DOF of ellipsoid joints, it also permits
a limited amount of rotation. The joints between the human vertebrae each allow limited
three DOF motion, and all together they are responsible for the trunk’s flexibility.

Recovering the degrees of freedom for all these joints is an impossible feat for today’s
vision technology. Body models for CV purposes must therefore abstract from this complex-
ity. They can be classified by their dimensionality and by the amount of knowledge versus
learning needed to construct them.

The frequently used 3D kinematic models have between 20 and 30 DOF. Figure 1.7
shows an example, in which the two single-DOF elbow- and radioulnar joints have been
combined into a two-DOF joint at the elbow. In fact, the rotational DOF of the shoulder
joint is often transferred to the elbow joint. This is because the humerus shows little
evidence of its rotation, while the flexed lower arm indicates this much better. Similarly,
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the rotational DOF of the radioulnar joint can be attributed to the wrist. This transfer
makes a hierarchical model parameter estimation easier.
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Figure 1.7. The “sausage link man” shows the structure of a 3D body model. The links
can have cylindrical shape, but especially the trunk is more accurately modeled with a shape
with non-circular cross section.

Most of the vision-based efforts to date have concentrated on detecting and tracking peo-
ple while walking, dancing, or performing other tasks in a mostly upright posture. Pedestrian
detection, for example, has seen methods employed that had previously shown success in
face detection, such as wavelets [99] and a combination of depth information and a learning
method [162].

Two systems with comprehensive functionality, Pfinder [145] and W4 [48], both show
well how CV must be tailored to the task and properties of the particular environment. First,
they rely on a static camera mounting, which gives the opportunity to model the background
and achieve fast and reliable segmentation of moving foreground objects. Second, they make
assumptions of the body posture; namely, they expect a mostly upright person. This can be
easily distinguished from other moving objects such as cars or wind-blown objects. Third,
heuristics about the silhouettes enable classification of a few typical postures or actions such
as carrying an object, making use of the fact that only a small number of scenarios are likely
for a person entering the field of view.

Hands

Hands are our most dextrous body parts, and they are heavily used in both manipulation
and communication. Estimation of the hands’ configuration is extremely difficult due to the
high degrees of freedom and the difficulties of occlusion. Even obtrusive data gloves6 are
not able to acquire the hand state perfectly. Compared with worn sensors, CV methods are
at a disadvantage. With a monocular view source, it is impossible to know the full state of
the hand unambiguously for all hand configurations, as several joints and finger parts may
be hidden from the camera’s view. Applications in VBI have to keep these limitations in
mind and focus on obtaining information that is relevant to gestural communication, which
may not require full hand pose information.

Generic hand detection is a largely unsolved problem for unconstrained settings. Sys-
tems often use color segmentation, motion flow, and background subtraction techniques,
and especially a combination of these, to locate and track hands in images. In a second
step and in settings where the hand is the prominent object in view, a shape recognition or
appearance-based method is often applied for hand posture classification.

Anatomically, the hand is a connection of 18 elements: the five fingers with three ele-
ments each, the thumb-proximal part of the palm, and the two parts of the palm that extend

6Data gloves are gloves with sensors embedded in them that can read out the fingers’ flexion
and abduction. Their locations and orientations in 3D space are often tracked with supplemental
means such as electromagnetic trackers.
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Figure 1.8. The structure of the hand. The joints and their degrees of freedom: distal
interphalangeal joints (DIP, 1 DOF), proximal interphalangeal joints (PIP, 1 DOF), metacar-
pophalangeal joints (MCP, 2 DOF), metacarpocarpal joints (MCC, 1 DOF for pinky and
ring fingers), thumb’s interphalangeal joint (IP, 1 DOF), thumb’s metacarpophalangeal joint
(MP, 1 DOF), and thumb’s trapeziometacarpal joint (TMC, 3 DOF).

from the pinky and ring fingers to the wrist (see Fig. 1.8). The 17 joints that connect the
elements have one, two, or three degrees of freedom (DOF). There are a total of 23 DOF,
but for simplicity the joints inside the palm are frequently ignored as well as the rotational
DOF of the trapeziometacarpal joint, leaving 20 DOF. Each hand configuration is a point in
this 20-dimensional configuration space. In addition, the hand reference frame has 6 DOF
(location and orientation). See Braffort et al. [12] for an exemplary anthropomorphic hand
model.

It is clearly difficult to automatically match a hand model to a point in such a high-
dimensional space for posture recognition purposes. Lin et al. [80] suggest limiting the search
to the interesting subspace of natural hand configurations and motions, and they define three
types of constraints. Type I constraints limit the extent of the space by considering only
anatomically possible joint angles for each joint (see also earlier work by Lee and Kunii [77]).
Type II constraints reduces the dimensionality by assuming direct correlation between DIP
and PIP flexion. Type III constraints limit the extent of the space again by eliminating
generally impossible configurations and unlikely transitions between configurations. With a
seven-dimensional space they cover 95% of configurations observed in their experiments.

An introduction to the state of the art in hand modeling and recognition can be found
in a survey by Wu and Huang [152]. One of the early papers that described whole hand
tracking and posture classification as real-time input was written by Fukumoto et al. [42].
They moved a cursor around on a projection screen by making a pointing hand posture and
moving the hand within a space observed from two cameras. Two different postures can be
distinguished (thumb up and down) with various interpretations to control a VCR and to
draw. The paper also deals with the problem of estimating the pointing direction. Cutler
and Turk [23] use a rule-based system for gesture recognition in which image feature are
extracted by optical flow. The location and trajectory of the hand(s) constitutes the input
to various simple interfaces such as controlling musical instruments. Mysliwiec [94, 107]
tracks the hands by detecting the hands anew in every frame based on a skin color model.
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Then a simple, hand-specific heuristic is used to classify the posture and find the index
fingertip. Freeman and Roth [41] use histograms of edge orientations in hand images to
distinguish different gestures. Moghaddam and Pentland [90] apply a density estimation to
the PCA-transformed edge images and obtain a scale-invariant shape similarity measure.
GREFIT [98] uses fingertip locations in 2D images to deduce possible 3D configurations
of view-dependent hand images with an underlying anatomical hand model with Type I
constraints. Zhu et al. [163] combine color segmentation with frame differencing to find
hand-like objects, using higher-level dynamic models together with shape similarity based
on image moments to distinguish gestures. They observed that it was easier and more
reliable to classify gestures based on their motion trajectory than on finger configurations.

View independence is a significant problem for hand gesture interfaces. Wu and Huang
[151] compared a number of classifiers for their suitability to view-independent hand posture
classification.

The above approaches operate in the visible light spectrum and do not use any auxiliary
aids such as marked gloves. Segmenting the hand from the background is much simplified
by using infrared (IR) light. Since the skin reflects near-infrared light well, active IR sources
placed in proximity to the camera in combination with an IR pass filter on the lens make
it easy to locate hands that are within range of the light source. Dorfmüller-Ulhaas and
Schmalstieg [32] use special equipment: users must wear gloves with infrared-reflecting
markers, the scene is illuminated with IR light sources, and a pair of cameras is used for
stereo vision. The system’s accuracy and robustness are quite high even with cluttered
backgrounds. It is capable of delivering the accuracy necessary to grab and move virtual
checkerboard figures.

Hand and Arm Gestures in 4D

The temporal progression of hand gestures, especially those that accompany speech, are
generally composable into three stages: pre-stroke, stroke, and post-stroke [86]. The pre-
stroke prepares the movement of the hand. The hand waits in this ready state until the
speech arrives at the point in time when the stroke is to be delivered. The stroke is often
characterized by a peak in the hand’s velocity and distance from the body. The hand is
retracted during the post-stroke, but this phase is frequently omitted or strongly influenced
by the gesture that follows (similar to coarticulation issues in speech processing).

Automatic sign language recognition has long attracted vision researchers. It offers
enhancement of communication capabilities for the speech-impaired and deaf, promising
improved social opportunities and integration. For example, the signer could wear a head-
mounted camera and hand a device to his or her conversation partner that displays the
recognized and translated text. Alternatively, a text-to-speech module could be used to
output the sign language interpretation. Sign languages exist for several dozen spoken lan-
guages, such as American English (ASL), British English, French, German, and Japanese.
The semantic meanings of language components differ, but most of them share common syn-
tactic concepts. The signs are combinations of hand motions and finger gestures, frequently
augmented with mouth movements according to the spoken language. Hand motions are
distinguished by the spatial motion pattern, the motion speed, and in particular by which
body parts the signer touches at the beginning, during, or the end of a sign. The finger
configuration during the slower parts of the hand movements is significant for the meaning
of the gesture. Usually, uncommon words can be spelled out as a concatenation of letter
symbols and then be assigned to a context-dependent symbol for more efficient signing.
Trained persons achieve speeds that equal that of conversational speech.

Most CV methods applicable to the task of sign language recognition have extracted
feature vectors composed of hand location and contour. These feature vectors have their
temporal evolution and variability in common with feature vectors stemming from audio
data; thus, tools applied to the speech recognition domain may be suited to recognizing the
visual counterpart of speech as well. An early system for ASL recognition [127] fed such
a feature vector into a Hidden Markov Model (HMM) and achieved high recognition rates
for a small vocabulary of mostly unambiguous signs from a constrained context. However,
expansion into a wider semantic domain is difficult; the richness of syntactic signs is a
big hurdle for a universal sign language recognition system. The mathematical methods
that perform well for speech recognition need adaptation to the specifics of spatial data
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with temporal variability. What is more, vision-based recognition must achieve precision
in two complementary domains: very fast tracking of the position of the hand in 3D space
and also exact estimation of the configuration of the fingers of the hand. To combine these
requirements in one system is a major challenge. The theoretical capabilities of sign language
recognition—assuming the CV methods are fast and precise enough—can be evaluated with
glove-based methods in which research has a longer history (e.g., [93, 79]).

Wu and Huang [150] present a review of recognition methods for dynamic gestures up to
1999. Overall, vision-based hand gesture recognition has not yet advanced to a stage where
it can be successfully deployed for user interfaces in consumer-grade applications. The big
challenges are robustness, user independence, and some measure of view independence.

Head and Face

Head and face detection and tracking contributes an essential component to vision based
interfaces. Heads and faces can safely be presumed to be present and visible for almost all
kinds of human tasks. Heads are rarely occluded entirely, and they convey a good deal of
information about the human, such as identity and focus of attention. In addition, this is an
attractive area of research in computer vision because the appearance variability of heads
and faces is limited yet complex enough to touch on many fundamental problems of CV.
Methods that perform well on head or face detection or tracking may also perform well on
other objects. This area of VBI has therefore received the most attention and its maturity
can be observed by the existence of standard evaluation methods (test databases), the
availability of software tools, and commercial developments and products. This progress
raises the question of whether at least parts of the problem are solved to a degree that
computers can satisfactorily perform these tasks.

Applications of the technology include face detection followed by face recognition for
biometrics, for example to spot criminals at airports or to verify access to restricted areas.
The same technology can be useful for personalized user interfaces, for example to recall
stored car seat positions, car stereo volume, and car phone speed dial lists depending on the
driver. Head pose estimation and gaze direction have applications for video conferencing. A
common problem occurs when watching the video of one’s interlocutor on a screen while the
camera is next to the monitor. This causes an apparent offset of gaze direction which can be
disturbing if eye contact is expected. CV can be used to correct for this problem [44, 156].
Head tracking has been used for automatically following and focusing on a speaker with
fixed-mounted pan/tilt/zoom cameras. Future applications could utilize face recognition to
aid human memory and attempts are already being made to use face detection and tracking
for low bandwidth, object-based image coding. Face tracking is usually a prerequisite for
efficient and accurate locating of facial features and expression analysis.

Face tracking methods can be characterized along two dimensions: whether they track a
planar face or a 3D face, and whether they assume a rigid or a deformable face model. The
usual tradeoffs apply: a model with more degrees of freedom (DOF) is harder to register with
the image, but it can be more robust. For example, it may explicitly handle rotations out of
the image plane. Planar methods can only deal with limited shape and appearance variation
caused by out-of-plane rotations, for instance by applying learning methods. Fixed shape
and appearance models such as polygons [130], ellipses [8], cylinders [74], and ellipsoids
[84], are efficient for coarse head tracking, especially when combined with other image
features such as color [8]. Models that can describe shape and/or appearance variations
have the potential to yield more precise results and handle varying lighting conditions and
even sideways views. Examples for 2D models are Snakes [147], Eigenfaces [134, 103],
Active Shape Models [21] and Active Appearance Models (AAM) [20, 154], Gabor and
other wavelets [75, 104, 160, 38], and methods based on Independent Component Analysis
(ICA). 3D model examples are 3D AAM [33], point distribution models [45, 78], and meshes
[27, 157].

The major difficulties for face detection arise from in-plane (tilted head, upside down)
and out-of-plane (frontal view, side view) rotations of the head, facial expressions (see
below), facial hair, glasses, and, as with all CV methods, lighting variation and cluttered
backgrounds. There are several good surveys of head and face VBI7, including face detection

7See also the chapter Face Detection and Recognition in this volume.
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[155, 49], face recognition [153, 46], and face tracking [54].

Facial Expression Analysis, Eye Tracking

Facial expressions are an often overlooked aspect of human-human communication. How-
ever, they make a rich contribution to our everyday life. Not only can they signal emotions
and reactions to specific conversation topics, but on a more subtle level, they also regularly
mark the end of a contextual piece of information and help in turn-taking during a conver-
sation. In many situations, facial gestures reveal information about a person’s true feelings,
while other bodily signals can be artificially distorted more easily. Specific facial actions,
such as mouth movements and eye gaze direction changes, have significant implications.
Facial expressions serve as interface medium between the mental states of the participants
in a conversation.

Eye tracking has long been an important facility for psychological experiments on vi-
sual attention. The quality of results of automatic systems that used to be possible only
with expensive hardware and obtrusive head-mounted devices is now becoming feasible with
off-the-shelf computers and cameras, without the need for head-mounted structures.8 Ap-
plication deployment in novel environments such as cars is now becoming feasible.

Face-driven animation has begun to make an impact in the movie industry, just as mo-
tion capture products did a few years earlier. Some systems still require facial markers, but
others operate without markers. The generated data is accurate enough to animate a virtual
character’s face with ease and with a degree of smoothness and naturalness that is difficult
to achieve (and quite labor intensive) with conventional, scripted animation techniques.

AU Facial
expression

FACS
description

AU Facial
expression

FACS
description

1 inner brow
raiser

2 outer brow
raiser

4 brow lower 5 upper lid
raiser

6 brow lower 10 upper lip
raiser

Figure 1.9. Some of the action units of the Facial Action Coding System (FACS) [37].

Facial expressions in general are an important class of human motion that behavioral
psychology has studied for many decades. Much of the computer vision research on facial
expression analysis has made use of the Facial Action Coding System (FACS) [37] (see

8See, for example, the Arrington Research, Inc. ViewPoint EyeTracker remote camera system
(http://www.tobii.se).
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Fig. 1.4.2), a fine-grained classification of facial expressions. It describes on the order of 50
individual “action units” (AU) such as raising the upper lip, stretching the lips, or parting
the lips, most of which are oriented on a particular facial muscle and its movements. Some
AU are combinations of two muscles’ movements, and some muscles have more than one
AU associated with them if contracting different parts of the muscle results in very different
facial expressions. Expressions such as a smile are composed of one or more AU. AU thus
do not carry semantic meaning, they only describe physical deformations of skin and facial
tissues. FACS was originally developed so that human observers could succinctly describe
facial expressions for use in behavioral psychology. While many degrees of freedom allow for
precise distinction of even the most subtle facial notions—even distinction between natural
and purposefully forced smiles is said to be possible—the high expressiveness also poses
additional challenges over less fine-grained classifications, such as the semantics-oriented
classification into facial expressions caused by emotions (for example happiness and anger).

For eye tracking, a coarse-to-fine approach is often employed. Robust and accurate
performance usually necessitates brief user training and constant lighting conditions. Under
these conditions, the eye gaze direction can be accurately estimated despite moderate head
translations and rotations.

According to a survey by Donato et al. [31], most approaches to automatic analysis of
facial expression are either based on optical flow, global appearance, or local features. The
authors re-implemented some of the most promising methods and compared their perfor-
mance on one data set. Optical flow methods (such as [85]) were used early on to analyze
the short term, dynamical evolution of the face. Naturally, these require an image sequence
of the course of a facial expression, and do not apply to static images, due to the lack of
motion information. These methods were found to perform significantly better when the
image is not smoothed in a pre-processing step. This leads to the conclusion that small
image artifacts are important when it comes to tracking and/or recognizing facial gestures.
Another hint that high spatial frequencies contribute positively stems from comparing the
performance of Gabor wavelets. Using only high-frequencies had a less detrimental effect
than using only low-frequencies, compared to the baseline of unrestricted Gabor filters.

Approaches using Gabor filters and Independent Component Analysis (ICA), two meth-
ods based on spatially constrained filters, outperformed other methods such as those using
PCA or Local Feature Analysis [102] in the investigation by Donato et al. [31]. The authors
conclude that local feature extraction and matching is very important to good performance.
This alone is insufficient, however, as the comparison between global and local PCA-based
methods showed. Good performance with less precise feature estimation can be achieved
with other methods (e.g., [161].

Global methods that do not attempt to separate the individual contributors to visual
appearances seem to be ill-suited to model multi-modal distributions. Refinement of math-
ematical methods for CV tasks, such as ICA, appears to be promising in order to achieving
high accuracy in a variety of appearance-based applications such as detection, tracking, and
recognition. Optical flow and methods that do not attempt to extract FACS action units
are currently better suited to the real-time demands of VBI.

Handheld Objects

Vision based interfaces that detect and track objects other than human body parts—that
is, handheld objects used in interaction—have a high potential for successful commercial
development in the transition period from traditional to perceptual interfaces. Tracking
such objects can be achieved more reliably than tracking high DOF body parts, and they
may be easier to use than free-form gestures. Handheld artifacts can be used in much
the same way as one’s hands, for example to make pointing gestures, to perform rhythmic
commands, or to signal the spatial information content of sign languages. Possible useful
objects include passive wands [143], objects with active transmitters such as LEDs9, and
specially colored objects—in fact, anything that is easily trackable with CV methods. An
alternative approach to having fixed-mounted cameras and tracking moving objects is to
embed the camera in the moving object and recognize stationary objects in the environment

9Head trackers can utilize this technology to achieve high accuracy and short latencies. One
commercial product is the “Precision Position Tracker,” available at http://www.worldviz.com.
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or egomotion to enable user interaction. Since detecting arbitrary objects is very hard,
fiducials can make this reverse approach practical [72].

1.4.3 Computer Vision Methods for VBI

In order for a computer vision method to be suitable for VBI, its performance must meet
certain requirements with respect to speed, precision, accuracy, and robustness. A system is
said to experience real-time behavior if no delay is apparent between an event (occurrence)
and its effect. Precision concerns the repeatability of observations for identical events. This
is particularly important for recognition tasks and biometrics: only if the VBI consistently
delivers the same result for a given view can this information be used to identify people or
scenes. Accuracy describes the deviation of an observation from ground truth. Ground truth
must be defined in a suitable format. This format can, for example, be in the image domain,
in feature space, or it can be described by models such as a physical model of a human
body. It is often impossible to acquire ground truth data, especially if no straightforward
translation from observation to the ground truth domain is known. In that case, gauging
the accuracy of a VBI method may be quite difficult.

Robustness, on the other hand, is easier to determine by exposing the VBI to different
environmental conditions, including different lighting (fluorescent and incandescent light-
ing and sunlight), different users, cluttered backgrounds, occlusions (by other objects or
self-occlusion), and non-trivial motion. Generally, the robustness of a vision technique is
inversely proportional to the amount of information that must be extracted from the scene.

With currently available hardware only a very specific set of fairly fast CV techniques
can be used for truly interactive VBI. One of the most important steps is to identify con-
straints on the problem (regarding the environment or the user) in order to make simplifying
assumptions for the CV algorithms. These constraints can be described by various means.
Prior probabilities are a simple way to take advantage of likely properties of the object in
question, both in image space and in feature space. When these properties vary significantly,
but the variance is not random, principal component analysis, neural networks and other
learning methods frequently do a good job in extracting these patterns from training data.
Higher-level models can also be employed to limit the search space in the image or feature
domain to physically or semantically possible areas.

Frequently, interface-quality performance can be achieved with multi-modal or multi-cue
approaches. For example, combining the results from a stereo-based method with those from
optical flow may overcome the restrictions of either method used in isolation. Depending
on the desired tradeoff between false positives and false negatives, early or late integration
(see Fig. 1.3) lends itself to this task. Application- and interface-oriented systems must also
address issues such as calibration or adaptation to a particular user, possibly at runtime,
and re-initialization after loss of tracking. Systems tend to become very complex and fragile
if many hierarchical stages rely on each other. Alternatively, flat approaches (those that
extract high-level information straight from the image domain) do not have to deal with
scheduling many components, feedback loops from higher levels to lower levels, and per-
formance estimation at each of the levels. Robustness in computer vision systems can be
improved by devising systems that do not make irrevocable decisions in the lower layers but
instead model uncertainties explicitly. This requires modeling of the relevant processes at
all stages, from template matching to physical object descriptions and dynamics.

All computer vision methods need to specify two things. First, they need to specify the
mathematical or algorithmic tool used to achieve the result. This can be PCA, HMM, a
neural network, etc. Second, the domain to which this tool is applied must be made explicit.
Sometimes this will be the raw image space with gray scale or color pixel information, and
sometimes this will be a feature space that was extracted from the image by other tools in
a pre-processing stage. One example would be using wavelets to find particular regions of
a face. The feature vector, composed of the image-coordinate locations of these regions, is
embedded in the domain of all possible region locations. This can serve as the input to an
HMM-based facial expression analysis.

Edge and Shape Based Methods

Shape properties of objects can be used in three different ways. Fixed shape models such as
an ellipse for head detection or rectangles for body limb tracking minimize the summative
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energy function from probe points along the shape. At each probe, the energy is lower
for sharper edges (in the intensity or color image). The shape parameters (size, ellipse foci,
rectangular size ratio) are adjusted with efficient, iterative algorithms until a local minimum
is reached. On the other end of the spectrum are edge methods that yield unconstrained
shapes. Snakes [67] operate by connecting local edges to global paths. From these sets,
paths are selected as candidates for recognition that resemble a desired shape as much
as possible. In between these extremes lie the popular statistical shape models, e.g., the
Active Shape Model (ASM) [21]. Statistical shape models learn typical deformations from
a set of training shapes. This information is used in the recognition phase to register the
shape to deformable objects. Geometric moments can be computed over entire images or
alternatively over select points such as a contour.

These methods require sufficient contrast between the foreground object and the back-
ground, which may be unknown and cluttered. Gradients in color space [119] can alleviate
some of the problems. Even with perfect segmentation, non-convex objects are not well
suited for recognition with shape-based methods since the contour of a concave object can
translate into a landscape with many, deep local minima in which gradient descent methods
get stuck. Only near-perfect initialization allows the iterations to descend into the global
minimum.

Color Based Methods

Compelling results have been achieved merely by using skin color properties, e.g., to estimate
gaze direction [116] or for interface-quality hand gesture recognition [71]. This is because
the appearance of skin color varies mostly in intensity while the chrominance remains fairly
consistent [114]. According to Zarit et al. [159], color spaces that separate intensity from
chrominance (such as the HSV color space) are better suited to skin segmentation when
simple threshold-based segmentation approaches are used. However, some of these results
are based on a few images only, while more recent work examined a huge number of images
and found an excellent classification performance with a histogram-based method in RGB
color space as well [61]. It seems that simple threshold methods or other linear filters
achieve better results in HSV space, while more complex methods, particularly learning-
based, nonlinear models do well in any color space. Jones et al. [61] also state that Gaussian
mixture models are inferior to histogram-based approaches, which makes sense given the
multi-modality of random image scenes and the fixed amount of Gaussians available to
model this. The CAMShift algorithm (Continuously Adaptive Mean Shift) [11, 19] is a fast
method to dynamically parameterize a thresholding segmentation which is able to deal with
a certain amount of lighting and background changes. Together with other image features
such as motion, patches or blobs of uniform color, this makes for a fast and easy way to
segment skin-colored objects from backgrounds.

Infrared Light: One “color” is particularly well suited to segment human body parts from
most backgrounds, and that is energy from the infrared (IR) portion of the EM spectrum.
All objects constantly emit heat as a function of their temperature in form of infrared
radiation, which are electromagnetic waves in the spectrum from about 700nm (visible red
light) to about 1mm (microwaves). The human body emits the strongest signal at about
10µm, which is called long wave IR or thermal infrared. Not many common background
objects emit strongly at this frequency in modest climates, therefore it is easy to segment
body parts given a camera that operates in this spectrum. Unfortunately, this requires very
sensitive sensors that often need active cooling to reduce noise. While the technology is
improving rapidly in this field, the currently easier path is to actively illuminate the body
part with short wave IR. The body reflects it just like visible light, so the illuminated body
part appears much brighter than background scenery to a camera that filters out all other
light. This is easily done for short wave IR because most digital imaging sensors are sensitive
this part of the spectrum. In fact, consumer digital cameras require a filter that limits the
sensitivity to the visible spectrum to avoid unwanted effects. Several groups have used IR
in VBI-related projects (e.g., [113, 32, 133]).

Color information can be used on its own for body part localization, or it can create
attention areas to direct other methods, or it can serve as a validation and “second opinion”
about the results from other methods (multi-cue approach). Statistical color as well as
location information is thus often used in the context of Bayesian probabilities.
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Motion Flow and Flow Fields

Motion flow is usually computed by matching a region from one frame to a region of the
same size in the following frame. The motion vector for the region center is defined as
the best match in terms of some distance measure (e.g., least-squares difference of the
intensity values). Note that this approach is parameterized by both the size of the region
(“feature”) as well as the size of the search neighborhood Other approaches use pyramids for
faster, hierarchical flow computation; this is especially more efficient for large between-frame
motions. The most widely used feature tracking method is the “KLT” tracker. The tracker
and the selection of good features to track (usually corners or other areas with high image
gradients) are described by Shi and Tomasi [120]. KLT trackers have limitations due to the
constancy assumption (no change in appearance from frame to frame), match window size
(aperture problem), and search window size (speed of moving object, computational effort).

A flow field describes the apparent movement of entire scene components in the image
plane over time. Within these fields, motion blobs are defined as pixel areas of (mostly)
uniform motion, i.e., motion with similar speed and direction. Especially in VBI setups
with static camera positions, motion blobs can be very helpful for object detection and
tracking. Regions in the image that are likely locations for a moving body part direct other
CV methods and the VBI in general to these “attention areas.”

The computational effort for tracking image features between frames increases dramat-
ically with lower frame rates since the search window size has to scale according to the
tracked object’s estimated maximal velocity. Since motion flow computation can be imple-
mented as a local image operation that does not require a complex algorithm or extrinsic
state information (only the previous image patch and a few parameters), it is suited for on-
chip computation. Comprehensive reviews of optical flow methods can be found in Barron
et al. [5] and Mitiche and Bouthemy [89].

Texture and Appearance Based Methods

Information in the image domain plays an important role in every object recognition or
tracking method. This information is extracted to form image features: higher-level de-
scriptions of what was observed. The degree of abstraction of the features and the scale
of what they describe (small, local image artifacts or large, global impressions) have a big
impact on the method’s characteristics. Features built from local image information such
as steep gray-level gradients are more sensitive to noise; they need a good spatial initializa-
tion and frequently a large collection of those features is required. Once these features are
found, they need to be brought into context with each other, often involving an iterative
and computationally expensive method with multiple, interdependent and thus more fragile,
stages.

If instead the features are composed of many more pixels, cover a larger region in the
image, and abstract to more complex visuals, the methods are usually better able to deal
with clutter and might flatten the hierarchy of processing levels (since they already contain
much more information than smaller-scale features). The benefits do not come without a
price, in this case increased computational requirements.

Appearance based methods attempt to identify the patterns that an object frequently
produces in images. The simplest approach to comparing one appearance to another is to
use metrics such as least squared difference on a pixel-by-pixel basis, i.e., the lowest-level
feature vector. This is not very efficient and is too slow for object localization or tracking.
The key is to encode as much information as possible in an as small as possible feature
vector—to maximize the entropy.

One of the most influential procedures uses a set of training images and the Karhunen-
Loève transform [65, 81]. This transformation is an orthogonal basis rotation of the training
space that maximizes sample variance along the new basis vectors and is frequently known
in the computer vision literature as principal component analysis (PCA) [59] and is directly
related to singular value decomposition (SVD). In the well-known Eigenfaces approach,
Turk and Pentland [134] applied this method to perform face detection and recognition,
extending the work by Kirby and Sirovich for image representation and compression [70].
Active Appearance Models (AAMs) [20] encode shape and appearance information in one
model, built in a two-step process with PCA. Active Blobs [118] are similar to AAM. In these
approaches, the observed object appearance steers object tracking by guiding initialization
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for subsequent frames, similar to the concept of the Kalman filter. During training, a
parameterization is learned that correlates observation-estimation error with translational
offsets.

A Gabor wavelet is a sine wave enveloped by a Gaussian, modeled after the function
of the human visual cortical cell [106, 60, 29, 25]. Wavelets are well suited to encode
both spatial and frequency information in a compact, parameterized representation. This
alleviates problems of FFT approaches where all local spatial information is lost. Feris
et al. [117] showed good face tracking performance with a hierarchical wavelet network,
a collection of collections of wavelets. Each feature is represented by a set of wavelets,
enabling tracking in the manner of KLT trackers, but comparatively more robust to lighting
and deformation changes.

Another approach to learn and then test for common appearances of objects is to use
neural networks; however, in some cases their performance (in terms of speed and accuracy)
has been surpassed by other methods. One extremely fast detection procedure proposed
by Viola and Jones [139] has attracted much attention. In this work, very simple features
based on intensity comparisons between rectangular image areas are combined by Ada-
boosting into a number of strong classifiers. These classifiers are arranged in sequence and
achieve excellent detection rates on face images with a low false positive rate. The primary
advantage of their method lies in the constant-time computation of features that have true
spatial extent, as opposed to other techniques that require time proportional to the area of
the extent. This allows for very high speed detection of complex patterns at different scales.
However, the method is rotation-dependent.

A more complete review of appearance-based methods for detection and recognition of
patterns (faces) can be found in Yang et al.’s survey on face detection [155].

Background Modeling

Background modeling is often used in VBI to account for (or subtract away) the non-essential
elements of a scene. There are essentially two techniques: segmentation by thresholding and
dynamic background modeling.

Thresholding requires that the foreground object has some unique property that distin-
guishes it from all or most background pixels. For example, this property can be foreground
brightness, so that a pixels with values above a particular gray scale intensity threshold are
classified as foreground, and values below as belonging to the background. Color restrictions
on the background are also an effective means for simple object segmentation. There, it
is assumed that the foreground object’s color does not appear very frequently or in large
blobs in the background scene. Of course, artificial coloring of the foreground object avoids
problems induced by wildly varying or unknown object colors—e.g., using a colored glove
for hand detection and tracking.

Dynamic Background Modeling requires a static camera position. The values of each
pixel are modeled over time with the expectation to find a pattern of values that this pixel
assumes. The values may be described by a single contiguous range, or it may be multi-
modal (two or more contiguous ranges). If the value suddenly escapes these boundaries
that the model describes as typical, the pixel is considered part of a foreground object that
temporarily occludes the background. Foreground objects that are stationary for a long
time will usually be integrated into the background model over time and segmentation will
be lost. The mathematics to describe the background often use statistical models with one
or more Gaussians [48].

Temporal Filtering and Modeling

Temporal filtering typically involves methods that go beyond motion flow to track on the
object or feature level, rather than at the pixel or pattern level. For example, hand and
arm gesture recognition (see subsection Hand and Arm Gestures in 4D on page 19) requires
temporal filtering.

Once the visual information has been extracted and a feature vector has been built,
general physics-based motion models are often used. For example, Kalman filtering in
combination with a skeletal model can deal with resolving simple occlusion ambiguities
[146]. Other readily available mathematical tools can be applied to the extracted feature
vectors, independently of the preceding CV computation. Kalman filtering takes advantage
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of smooth movements of the object of interest. At every frame, the filter predicts the object’s
location based on the previous motion history. The image matching is initialized with this
prediction, and once the object is found, the Kalman parameters are adjusted according to
the prediction error.

One of the limitations of Kalman filtering is the underlying assumption of a Gaussian
probability. If this is not the case, and the probability function is essentially multi-modal
as it is the case for scenes with cluttered backgrounds, Kalman filtering cannot cope with
the non-Gaussian observations. The particle filtering or factored sampling method, often
called Condensation (conditional density propagation) tracking, has no implicit assumption
of a particular probability function but rather represents it with a set of sample points of
the function. Thus, irregular functions with multiple “peaks”—corresponding to multiple
hypotheses for object states—can be handled without violating the method’s assumptions.
Factored sampling methods [55] have been applied with great success to tracking of fast-
moving, fixed-shape objects in very complex scenes [76, 28, 14]. Various models, one for each
typical motion pattern, can improve tracking, as shown by Isard and Blake [56]. Partitioned
sampling reduces the computational complexity of particle filters [82]. The modeled domain
is usually a feature vector, combined from shape-describing elements (such as the coefficients
of B-splines) and temporal elements (such as the object velocities).

Dynamic gesture recognition, i.e., recognition and semantic interpretation of continuous
gestures and body motions, is an essential part of perceptual interfaces. Temporal filters
exploit motion information only to improve tracking, while the following methods aim at
detecting meaningful actions such as waving a hand for goodbye.

Discrete approaches can perform well at detecting spatio-temporal patterns [51]. Most
methods in use, however, are borrowed from the more evolved field of speech recognition
due to the similarity of the domains: multi-dimensional, temporal, and noisy data. Hidden
Markov Models (HMMs) [15, 158] are frequently employed to dissect and recognize gestures
due to their suitability to processing temporal data. However, the learning methods of
traditional HMMs cannot model some structural properties of moving limbs very well.10

Brand [13] uses another learning procedure to train HMMs that overcomes these problems.
This allows for estimation of 3D model configurations from a series of 2D silhouettes and
achieves excellent results. The advantage of this approach is that no knowledge has to be
hard-coded but instead everything is learned from training data. This has its drawbacks
when it comes to recognizing previously unseen motion.

Higher-level Models

To model a human body or its parts very precisely such as is required for computer graphics
applications, at least two models are necessary. One component describes the kinematic
structure of the skeleton, the bone connections and the joint characteristics. Even complex
objects such as the entire human body or the hand can thus—with reasonable accuracy—be
thought of as a kinematic chain of rigid objects. The second component describes the prop-
erties of the flesh around the bones, either as a surface model or as a volumetric model. Very
complex models that even describe the behavior of skin are commonplace in the animation
industry. Additional models are frequently used to achieve even greater rendering accuracy,
such as models of cloth or hair.

Computer vision can benefit from these models to a certain degree. A structural,
anatomical 3D model of the human body has advantages over a 2D model because it has ex-
plicit knowledge of the limbs and the fact that they can occlude each other from a particular
view [110]. Given a kinematic model of the human body (e.g., [77]), the task to estimate the
limb locations becomes easier compared to the case when the knowledge of interdependency
constraints is lacking. Since the locations and orientations of the individual rigid objects
(limbs, phalanges) are constrained by their neighboring chain links, the effort to find them
in the image decreases dramatically.

It is important for VBI applications to exploit known characteristics of the object of
interest as much as possible. A kinematic model does exactly that, as do statistical models
that capture the variation in appearance from a given view point or the variation of shape

10Brand [13] states that the traditional learning methods are not well suited to model state
transitions since they do not improve much on the initial guess about connectivity. Estimating the
structure of a manifold with these methods thus is extremely suboptimal in its results.
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(2D) or form (3D). Often the model itself is ad hoc, that is, it is manually crafted by a
human based on prior knowledge of the object. The model’s parameter range is frequently
learned from training data.

Higher-level models describe properties of the tracked objects that are not immediately
visible in the image domain. Therefore a translation between image features and model
parameters needs to occur. A frequently used technique is analysis by synthesis in which
the model parameters are estimated by an iterative process. An initial configuration of
the model is back-projected into the image domain. The difference between projection and
observation then drives adjustment of the parameters, following another back-projection
into the image domain and so forth until the error is sufficiently small (e.g., see Kameda et
al. [64] and Ström et al. [130]). These methods lack the capability to deal with singularities
that arise from ambiguous views [92]. When using more complex models that allow methods
from projective geometry to be used to generate the synthesis, self-occlusion is modeled again
and thus it can be dealt with. Stenger et al. [128]. use a recently proposed modification of
the Kalman filter, the so-called an “unscented Kalman filter” [62] to align the model with
the observations. Despite speed and accuracy advantages over more traditional approaches,
the main drawbacks of all Kalman-based filters however is that they assume a unimodal
distribution. This assumption is most likely violated by complex, articulated objects such
as the human body or the hand.

Particle filtering methods for model adjustment are probably better suited for more
general applications because they allow for any kind of underlying distribution, even multi-
modal distributions. Currently, their runtime requirements are not immediately suitable
for real-time operation yet, but more efficient modifications of the original algorithm are
available.

Real-time Systems, Frame Rate, Latency, Processing Pipelines

Most user interfaces require real-time responses from the computer: for feedback to the
user, to execute commands immediately or both. But what exactly does real-time mean for
a computer vision application?

There is no universal definition for real-time in computer terms. However, a system that
responds to user input is said to operate in real-time if the user of the system perceives no
delay between action command and action. Hence, real-time pertains to a system’s ability
to respond to an event without noticeable delay. The opposite would be a delayed response,
a response after a noticeable processing time. Mouse input, for example, is usually processed
in real-time; that is, a mouse motion is immediately visible as a mouse pointer movement on
the screen. Research has shown that delays as low as 50ms are noticeable for visual output
[142, 83]. However, people are able to notice audible delays of just a few milliseconds since
this ability is essential to sound source localization.

The terms frame rate and latency are well-suited to describe a CV system’s performance.
The (minimum, maximum, average) frame rate determines how many events can be pro-
cessed per time unit. About five frames per second is the minimum for a typical interactive
system. The system latency, on the other hand, describes the time between the event occur-
rence and the availability of the processed information. As mentioned above, about 50ms is
tolerable for a system’s performance to be perceived as real-time.

20ms 40ms 50ms 20ms

histogram
normalization segmentation face

recognition applications

Figure 1.10. A four-stage pipeline processing of a video stream.

To illustrate the difference between frame rate and latency, imagine a pipeline of four
processors as shown in Fig. 1.10. The first one grabs a frame from the camera and performs
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histogram normalization. The normalized image frame is input to the second processor
which segments the image into regions based on motion flow and color information, and
then outputs the frame to the third processor. This processor applies an AAM for face
recognition. The recognized face is input to the last processor which performs a saliency
test and the uses the information to drive various applications. Altogether this process takes
20ms + 40ms + 50ms + 20ms = 130ms per frame. This is the latency: input is available
after 130ms as output. The frame rate is determined by the pipeline’s bottleneck, the third
processor. A processed frame is available at the system output every 50ms, that is, the
frame rate is maximal 20fps.

If the input occurs at a rate higher than 20fps, there are two options for pipelined
systems:

A) Every frame is processed. A 10 second input sequence with 30fps for example has
300 frames. Thus it requires 300f/20fps = 15s to process them all. The first frame as
available 130ms after its arrival, thus the last frame is available as output 5s130ms after its
input. It also means that there must be sufficient buffer space to hold the images, in our
example for 5s∗30fps = 150 frames. It is obvious that a longer input sequence increases the
latency of the last frame and the buffer requirements. This model is therefore not suitable
to real-time processing.

B) Frames are dropped somewhere in the system. In our pipeline example, a 30fps
input stream is converted into at most a 20fps output stream. Valid frames (those that are
not dropped) are processed and available in at most a constant time. This model is suitable
to real-time processing.
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Figure 1.11. An example of pipelined processing of frames, with and without buffering
inside the pipeline. Buffering is indicated with arrows. The example on the right uses
feedback from stage 3 to avoid unnecessary processing and increased latency.
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Dropping frames, however, brings about other problems. There are two cases: First,
there is no buffer available anywhere in the system, not even for partial frames. This is
shown on the left hand side in Fig. 1.11. In our example, the first processor has no problems
keeping up with the input pace, but the second processor will still be working on the first
frame when it receives the second frame 33.3ms after arrival of the first. The second frame
needs to be dropped. Then the second processor would idle for 2∗33.3ms−40ms = 26.7ms.
Similar examples can be constructed for the subsequent pipeline stages.

Second, frames can be buffered at each pipeline stage output or input. This is shown in
the center drawing of Fig. 1.11. It assumes no extra communication between the pipeline
stages. Each subsequent stage requests a frame as soon as it completed processing one
frame, and the preceding stage keeps the latest processed frame around in a buffer until
it can replace it with the next processed frame. In the example, the second frame would
be buffered for 6.7ms at the transition to the second processor, the third frame for 2 ∗

40ms− 2 ∗ 33.3ms = 13.3ms, the fourth for 3 ∗ 40ms− 3 ∗ 33.3ms = 20ms, etc. The highest
latency after the 2nd stage would be for every fifth frame, which is buffered for a total of
5 ∗ 40ms − 5 ∗ 33.3ms = 33.3ms before processing. Then in fact the next processed frame
(frame number 7) is finished being processed already and is sent to stage 3 instead of the
buffered frame, which is dropped. These latencies can accumulate throughout the pipeline.
The frame rate is maximal (20fps) in this example, but some of the frames’ latencies have
increased dramatically.

The most efficient method in terms of system latency and buffer usage facilitates pipeline
feedback from the later stages to the system input, as shown on the right in Fig. 1.11. The
feedback is used to adjust every stages’ behavior in order to maximize utilization of the most
time critical stage in the pipeline. Alternatively to the scenario shown, it is also possible
to buffer frames only buffered before the first stage, and feed them into the system with
a speed that the pipeline’s bottleneck stage can keep up with. This is not shown, but it
completely avoids the need for in-pipeline buffering. Note that even in this efficient scenario
with pipeline feedback the increased frame rates in comparison to the leftmost case are
bought with an increase in average latency.

Examples of architectures that implement component communication and performance
optimizing scheduling are the “Quality-Control Management” in the DirectShow subsystem
of Microsoft’s DirectX technology and the “Modular Flow Scheduling Middleware” [40].

1.4.4 VBI Summary

Vision-Based Interfaces have numerous applications; the potential of VBI has only begun
to be explored. But computational power is getting to a stage where it can handle the
vast amounts of data of live video streams. Progress has been made in many relevant areas
of computer vision; many methods have been demonstrated that begin to provide human-
computer interface quality translation of body actions into computer commands. While a
large amount of work is still required to improve the robustness of these methods, especially
in modeling and tracking highly articulated objects, the community has begun to take steps
towards standardizing interfaces of popular methods and providing toolkits for increasingly
higher level tasks. These are important steps in bringing the benefits of VBI to a wider
audience.

The number of consumer-grade commercial applications of computer vision has signif-
icantly increased in recent years, and this trend will continue driven by ongoing hardware
progress. To advance the state of the art of VBI—at the intersection of the disciplines of CV
and HCI—it is vital to establish evaluation criteria, such as benchmarks for the quality and
speed of the underlying methods and the resulting interfaces. Evaluation databases must be
made accessible for all components of VBI (such as those already available for faces), both
for static images and increasingly dynamic data for real-time video processing.

1.5 Brain-Computer Interfaces

Perhaps the ultimate interface to computers would be a direct link to the thoughts and
intentions of the user, a “Your wish is my command” model of interaction, involving no
physical action or interpretation of any kind. While this kind of mind-reading technol-
ogy is not likely to be developed in the foreseeable future, the nascent research area of
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Brain-Computer Interfaces (BCI) is perhaps a step in this direction. BCI technology at-
tempts to perceive commands or control parameters by sensing relevant brain activity of the
user. While not fitting completely within the perceptual interface model of natural human-
human interaction, BCI may eventually be an integral component of perceptual interfaces.
The computer vision community’s extensive experience with learning, statistical, and other
pattern recognition methods and techniques can be of tremendous value to this new field.

A Brain-Computer Interface does not depend on the brain’s normal output channels of
peripheral nerves and muscles, but instead measures electrical activity either at the scalp
or in the cortex. By measuring the electroencephalographic (EEG) activity at the scalp,
certain features of the EEG signal can be used to produce a control signal. Alternatively,
implanted electrodes can be used to measure the activity of individual cortical neurons or
an array of neurons. These technologies have primarily been targeted to be used by people
with neuromuscular impairments that prevent them from communicating via conventional
methods. In recent years, researchers have begun to consider more general uses of the
technologies. A review by Wolpaw et al. [144] notes that while the rising interest in BCI
technologies in recent years has produced exciting developments with considerable promise,
they are currently low-bandwidth devices with a maximum information transfer rate of 10
to 25 bits per minute, and this rate is likely to improve only gradually.

Wolpaw et al. argue that, in order to make progress in brain-computer interfaces, re-
searchers must understand that BCI is not simply mind reading or “wire-tapping” the brain,
determining a person’s thoughts and intentions by listening in on brain activity. Rather,
BCI should be considered as a new output channel for the brain, one that is likely to require
training and skill to master.

“Brain-Machine Interface” [97] is the traditional term as it grew out of initial uses of the
technology: to interface to prosthetic devices. Sensors were implanted primarily in motoric
nerves in the extremities and a one-to-one function was typically used to map the sensor out-
puts to actuator control signals. “Brain-Computer Interface” more accurately captures the
necessity for computational power between the neuro-sensors and the controlled devices or
application-specific software. As the sensors increasingly move into the brain (intracortical
electrodes) and target not only motoric nerves but generic neurons, the mapping from neuron
activity to (desired, normal, or pathologic) output becomes less direct. Complex mathemat-
ical models translate the activity of many neurons into a few commands—computational
neuroscience focuses on such models and their parameterizations. Mathematical models
that have proven to be well suited to the task of replicating human capabilities, in par-
ticular the visual sense, seem to perform well for BCIs as well—for example, particle and
Kalman filters [149]. Two feature extraction and classification methods frequently used for
BCIs are reviewed in Ebrahimi et al. [35].

Figure 1.12 schematically explains the principles of a BCI for prosthetic control. The
independent variables, signals from one or many neural sensors, are processed with a math-
ematical method and translated into the dependent variables, spatial data that drives the
actuators of a prosthetic device. Wolpaw et al. [144] stress that BCI should eventually com-
prise three levels of adaptation. In the first level, the computational methods (depicted in
the right upper corner of Fig. 1.12) are trained to learn the correlation between the observed
neural signals and the user’s intention for arm movement. Once trained, the BCI then must
translate new observations into actions. We quote from [144]: “However, EEG and other
electro-physiological signals typically display short- and long-term variations linked to time
of day, hormonal levels, immediate environment, recent events, fatigue, illness, and other
factors. Thus, effective BCIs need a second level of adaptation: periodic online adjustments
to reduce the impact of such spontaneous variations.”

Since the human brain is a very effective and highly adaptive controller, adaptation
on the third level means to benefit from the combined resources of the two adaptive enti-
ties brain and BCI. As the brain adapts to the demands and characteristics of the BCI by
modifying its neural activity, the BCI should detect and exploit these artifacts and commu-
nicate back to the brain that it appreciates the effort, for example through more responsive,
more precise, or more expressive command execution. This level of adaptation is difficult
to achieve, but promises to yield vastly improved performance.

The number of monitored neurons necessary to accurately predict a task such as 3D
arm movement is open to debate. Early reports employed open-loop (no visual feedback
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Figure 1.12. The control path of a closed-loop BCI. Figure reprinted with permission
from Nicolelis et al. [97].

to the study subject) experiments with offline model building and parameterization. Those
studies suggest by extrapolation that between 400 and 1350 neurons are necessary, depend-
ing on the brain area in which the sensors are implanted [141]. A more recent study by
Taylor et al. provided real-time visual feedback and repeatedly updated the mathematical
model underlying the translation function from neurons to the controlled object [132, 97].
They used only 18 neurons to achieve sufficient performance for a 2D cursor task, with the
closed-loop method being significantly superior to the open-loop method. Currently, up to
about 100 neurons can be recorded simultaneously. All currently used electro-physiological
artifacts can be detected with a temporal resolution of 10ms to 100ms, but some develop
only over the course of many seconds.

In addition to the “input” aspect of BCIs, there are several examples of the reverse
technology: computers connecting into the sensorimotor system providing motor output
to the human (see [22]). Well-known examples include heart pace makers and cochlear
implants, which directly stimulate auditory nerves, obviating the need for a mechanical
hearing mechanism. Another device is able to prevent tremors caused by Parkinson’s disease
or “Essential Tremor” by blocking erroneous nervous signals from reaching the thalamus
where they would trigger involuntary muscle contractions [88].

1.6 Summary

The topic of perceptual interfaces is very broad, covering many technologies and their ap-
plications in advanced human-computer interaction. In this chapter we have attempted to
give an overview of perceptual interfaces and go a bit deeper into how the field of computer
vision can contribute to the larger goal of natural, adaptive, multimodal, interactive inter-
faces. Vision based interaction (VBI) is useful in itself, providing information about human
identity, location, movement, and expression through non-invasive and non-intrusive meth-
ods. VBI has many near-term application areas, including computer games, accessibility,
intelligent environments, biometrics, movement analysis, and social robots.

If the technical goal of building perceptual interfaces can be achieved to any reasonable
degree, the ways in which people interact with computers—and with technology in general—
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will be transformed significantly. In addition to computer vision, this will require advances
in many areas, including speech and sound recognition and synthesis, natural language
processing, user modeling, haptic and tangible interfaces, and dialogue modeling. More
difficult yet, it will require collaboration and integration among these various research areas.
In recent years, several workshops and conferences have begun to focus on these issues,
including the Workshop on Perceptual/Perceptive User Interfaces (PUI), the International
Conference on Multimodal Interfaces (ICMI), and International Conference on Intelligent
User Interfaces (IUI). In addition, large major conference that atract a wide variety of
participants—such as CHI and SIGGRAPH—now frequently showcase perceptual interface
research or demonstrations.

As the separate technical communities continue to interact and work together on these
common goals, there will be a great need for multimodal data sets for training and test-
ing perceptual interfaces, with task data, video, sound, etc., and associated ground truth.
Building such a database is not an easy task. The communities will also need standard
benchmark suites for objective performance evaluation, similar to those that exist for indi-
vidual modalities of speech, fingerprint, and face recognition. Students need to be trained
to be conversant with multiple disciplines, and courses must be developed to cover various
aspects of perceptual interfaces.

The fact that perceptual interfaces have great promise but will require herculean efforts
to reach technical maturity leads to the question of short- and medium-term viability. One
possible way to move incrementally toward the long-term goal is to to “piggyback” on
the current paradigm of graphical user interfaces. Such a “strawman perceptual interface”
could start by adding just a few new events in the standard event stream that is part of
typical GUI-based architectures. The event stream receives and dispatches events of various
kinds: mouse movement, mouse button click and release, keyboard key press and release,
window resize, etc. A new type of event—a “perceptual event”—could be added to this
infrastructure that would, for example, be generated when a person enters the visual scene
in front of the computer; or when a person begins to speak; or when the machine (or object
of interest) is touched; or when some other simple perceptual event takes place. The benefit
of adding to the existing GUI event-based architecture is that thousands upon thousands of
developers already know how to deal with this architecture and how to write event handlers
that implement various functionality. Adding even a small number of perceptual events to
this structure would allow developers to come up with creative novel uses for them, and
help lead to their acceptance in the marketplace.

This proposed development framework leads raises several questions. Which percepual
events would be most useful and feasible to implement? Is the event-based model the
best way to bootstrap perceptual interfaces? Can we create perceptual events that are
reliable enough to be useful? How should developers think about non-deterministic events
(as opposed to current events, which are for all practical purposes deterministic)? For
example, will visual events work when the lights are turned off, or if the camera lens is
obstructed?

There are numerous issues, both conceptual and practical, surrounding the idea of per-
ceptual interfaces. Privacy is one of the utmost importance. What are the implications of
having microphones, cameras, and other sensors in computing environments? Where does
the data go? What behavioral parameters are stored or sent elsewhere? To have any chance
of success, these issues must be dealt with directly, and it must be made clear to users
exactly where the data goes (and does not go). Acceptance of perceptual interfaces depends
on instilling confidence that one’s privacy is not violated in any way.

Some argue against the idea of interface technologies that attempt to be intelligent
or anthropomorphic, claiming that HCI should be characterized by direct manipulation,
providing the user with predictable interactions that are accompanied by a sense of respon-
siblity and accomplishment [121, 122, 123, 126, 125]. While these arguments seem quite
appropriate for some uses of computers—particularly when a computer is used as a tool for
calculations, word processing, and the like—it appears that future computing environments
and uses will be well suited for adaptive, intelligent, agent-based perceptual interfaces.

Another objection to perceptual interfaces is that they just won’t work, that the prob-
lems are too difficult to be solved well enough to be useful. This is a serious objection—the
problems are, indeed, very difficult. It would not be so interesting otherwise. In general, we
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subscribe to the “If you build it, they will come” school of thought. Building it is a huge and
exciting endeavor, a grand challenge for a generation of researchers in multiple disciplines.
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